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Exploring the F6 Fractionated Spacecraft
Trade Space with GT-FAST

Jarret M. Lafleur
Georgia Ingtitute of Technology, Atlanta, Georgia 30332

Released in July 2007, the Broad Agency Announcentefor DARPA’s System F6
outlined goals for flight demonstration of an archtecture in which the functionality of a
traditional monolithic satellite is fulfilled with a fractionated cluster of free-flying, wirelessly
interconnected modules. Given the large number opossible architectural options, two
challenges facing systems analysis of F6 are (1gthbility to enumerate the many potential
candidate fractionated architectures and (2) the aility to analyze and quantify the cost and
benefits of each architecture. This paper appliethe recently developed Georgia Tech F6
Architecture Synthesis Tool (GT-FAST) to the exploation of the System F6 trade space.
GT-FAST is described in detail, after which a combatorial analysis of the architectural
trade space is presented to provide a theoreticabntribution applicable to future analyses
clearly showing the explosion of the trade space #se number of fractionatable components
increases. Several output metrics of interest ardefined, and Pareto fronts are used to
visualize the trade space. The first set of thedeareto fronts allows direct visualization of
one output against another, and the second set pexgs cost plotted against a Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS) score aggregating performance
objectives. These techniques allow for the identtfation of a handful of Pareto-optimal
designs from an original pool of over 3,000 poterdl designs. Conclusions are drawn on
salient features of the resulting Pareto fronts, irportant competing objectives which have
been captured, and the potential suitability of a prticularly interesting design designated
PF0248. A variety of potential avenues for futurevork are also identified.

Nomenclature

By = Bell number / size of SEA fod components n = number of components in cluster
Caddireplace = average cost of adding or replacing component Oy = design objective numbgr

G edsting = cost of adding component via an existing moduleP = total power requirement

Gi separate = cost of adding component via a dedicated modul& = Stirling number of second kind
Dn = size of SED foN components t = time on-orbit

f100 = smoothing function near 100 W power boundary V = average orbital velocity

fs00 = smoothing function near 500 W power boundary g = average ballistic coefficient

Fn = size of Super-SEA fdd components AV = velocity change requirement

m = number of modules considered p = average atmospheric density

N = number of components considered

I. Introduction

N July 2007, the U.S. Defense Advanced Researclied®soAgency (DARPA) released a Broad Agency

Announcement soliciting proposals for developmehSystem F6 (Future Fast, Flexible, Fractionatager
Flying Spacecraft united by Information eXchangdDARPA'’s goal for F6 is ultimately a flight demdretion of
an architecture in which the functionality of aditsonal “monolithic” satellite is fulfilled with a‘fractionated”
cluster of free-flying, wirelessly interconnectedbdnles. The potential benefits of the F6 appromdiude
enhanced responsiveness in delivering initial cdifjab to commercial or government (especially afefe)
customers, greater flexibility in responding to Hifd changes in requirements, and superior rosstragainst
internal failure and external attack (i.e., enhansarvivability).



Two systems analysis challenges that are espeaatigal for the flexible and architecturally coiep F6
concept are (1) the ability to thoroughly and systcally generate candidate fractionated architestand, more
importantly, (2) the ability to assess and quarttiy cost and benefits of each architecture, arsg idoing to order-
rank the different proposed architectures accordinthe right metrics. System attributes such exsibility and
survivability, which are essential for systems @piag in distinctly uncertain and rapidly changiagvironments,
are not properly captured and valued in the trawditi cost- or performance-centric mindsets of systesign and
acquisition (e.g., achievement of a given levepefformance for the least cost, the preferred padicformer
Defense Secretary Robert McNanfaja As a result, a value-centric approach is reglio properly assess and
benchmark the benefits of fractionation compareith wiose of the traditional monolith spacecraftluéainformed
decisions regarding F6 architectures hinge upotysigaof uncertainties and value generation througlthe life of
the system.

One element necessary in enabling such a proliahilialue-centric analysis of F6 architecturea systematic
method for enumerating, sizing, and costing the yr@ndidate architectures that are introduced agtifonating
subsystems or resources. For example, in onequslyi published design for Fawelve instances of six distinct
types of fractionatable components are distribat®wdng seven free-flying modules. However, thigridhigtion of
components is just one of many possibilities. s paper will show, if only six components existthe system
and each can be independently placed in any ob gixtmodules, 203 distinct cluster configuratiexsst. If the
number of components increases to twelve (akirhéodesign in Ref. 4), the number of possible caméigons
explodes to over 4.2 million. Furthermore, thesenbers do not include the multitude of launch mestihg
options. Clearly there is a need to be able to evaluateertian a handful of these alternative configureim
order to make an informed decision on the desigrarofF6 architecture. The Georgia Tech F6 Architect
Synthesis Tool (GT-FAST) is a point design computivet designed to help solve this problem by allugviapid,
automated sizing and synthesis of candidate FGtacthres.

This paper is divided into two parts. In PartHe sizing procedures and assumptions of the GT-Fa&@iit
design tool are detailed, covering the manner iichiva GT-FAST point design is specified, the curmradels for
mass, power, and cost, and example outputs inguaioomparison of GT-FAST outputs against the J&sand
TIMED satellite mass, power, and cost budgets. 8Acomponent fractionated spacecraft example dasigised
throughout Part 1 to illustrate important conceptd capabilities. In Part 2, GT-FAST is useddoduict a trade
study for a 6-component trade space. Covered Aerethe combinatorial definition and enumerationttod
fractionated spacecraft trade space, the defindfaeveral output metrics, and finally visualipatiand analysis of
the 6-component trade space.

Part 1

The GT-FAST Point Design Tool

The primary function of GT-FAST is to convert a udefined configuration of fractionated compongts., a
specification of which fractionatable components assigned to which modules) and launch manifest hich
modules are carried on which launch vehicles) ifint design. The information output by GT-FAST for each
point design is a mass, power, and cost budgeh#®rcluster and for each module in the clustersoAhtegral to
GT-FAST’s sizing procedures are user inputs fortioomous variables such as orbit altitude, inclioatimodule
design lifetime, and assumptions such as engingfpenpulse (), payload mass, and payload power. Because
GT-FAST automatically (and relatively quickly) sizan F6 design, the tool is well-suited for traelies and has a
built-in capability to run a series of input setsiarack any number of user-defined output metrics.

" The nomenclature distinguishing components fromdufes, clusters, and designs is presented inliSec.

" As a rapid sizing and synthesis point design t6d;FAST is similar in concept to numerous othera¢ademia
and industry, such as FLORRATLAS®’, PESST°, EXAMINE, and ROSETTA models GT-FAST is unique in
that it is specifically designed for fractionatededlite architectures.

* These input sets are analogous to experimentshbatesigner might like to run to characterizedwsign space
and determine an optimum design, if one such destgsts. If all inputs into GT-FAST were contingovariables,
this process would be well-suited to a classicalgieof-experiments approdéh



GT-FAST is currently implemented in Microsoft Exagith approximately 3,200 lines of supporting Visua
Basic code. The selection of Excel/Visual Basia @sogramming language is due largely to thetgtof Excel to
automatically iterate among circular referencest timy exist, a common occurrence in sizing programs
Additionally, this choice allows a great deal offadility in allowing the code to be distributeddamsed by a large
number of engineers in various organizations, dessary. Computing time depends on the compleXitthe
design in question and on processor speeds, bheitrade study covered by Part 2 of this papenptaational
time was demonstrated at an average of about 20 ds@er point design.

[I.  Defining a Design in GT-FAST

The first step in any execution of GT-FAST in i@irng-design mode is the definition of the pointigastself.
This is accomplished through specification of bdikcrete and continuous inputs. Because of the aizthe
combinatoric design space, the discrete inputs baee the focus of GT-FAST F6 analyses and wiltdogered in
the most detail in this paper.

A. Discrete (Fractionation Scheme) Inputs
The principal discrete inputs into GT'FAS—Fractionatable Component E|
deal with specification of which fractionatabl «component for short
components are present in which modules &
which modules are carried on which launc podule
vehicles. On this point, it is important to clgrif independent, free-flying spacecraft
issues of nomenclature. In this paper, the ba
unit of fractionation is called a fractionatabl cjyster/Architecture
component, or a component for short. Dependi collection of modules on-orbit
on the resolution one desires in examinir
fractionated designs, these components can .
subsystems (as in Ref. 13) or resources/paylo D€sign Design NX2000

(as in Ref. 4). As will shortly be described, tr Cluster manifested onto launch vehicles ﬂ
current version of GT-FAST uses the latter %:
definitions of components. il el s

Next, a compilation of components (and ar
required essential support subsystems, such
structure, thermal, and others) into a single fre
flying vehicle is called a module. A compilatiofi modules into an independent on-orbit F6 systeroaited a
cluster or architecture. Finally, a cluster witle tspecification of their launch manifest (e.g.,varat vehicle each
module is launched, acknowledging that multiple oles may launch on the same launch vehicle) isdad
design. This nomenclature is illustrated graphydal Fig. 1.

Figure 1. Nomenclature for F6 designs used in thizaper.

1. Fractionatable Components currently modeled in GT-FAST

The current implementation of GT-FAST uses fivefatént classes of
fractionatable components, consistent with thosReff 4. An architecture car . 24/7-1 | |HBW1
contain up to three payloads, up to two 24/7 comigafion units, up to two high-
bandwidth downlinks, a solid-state recorder, amdission data processor. Icon
used in this paper to represent these nine indaviflactionatable components ar
shown in Fig. 2. Payloads are specified by theissn sunlight and eclipse powe
requirements, and pointing_req_uiremept. L_Jnlike ,@h'leForc_e S_atellite _Control PL3| | sSSR MDP
Network (AFSCN) communications unit which every nmtadis sized to include,
a 24/7 communication unit provides near-continucarmmunications capability .
through a relay satellite such as one of the NASAcKing and Data Relay Figure 2. Icons for
Satellites (TDRSs). High-bandwidth downlink uniiow for high-volume  fractionated components
downlinks that could not otherwise be provided WARSCN or 24/7 links. A currently implemented in
solid state recorder allows high-volume data steragd a mission data process: GT-FAST.
is a resource allowing for onboard high-speed cdingu

24/7-2 | |HBW2




2. Example Specification of Fractionation Scheme in GT-FAST

To illustrate the way in which an arbitrary arcbitee can be input into GT-FAST, in this part o thaper we
use the example design shown in Fig. 3. In th&ge there are four modules. The first holds agl#1, the
primary solid state recorder, and the primary misglata processor. The second module holds otwoohigh
bandwidth downlink units within the architectur&he third module
holds Payload #2 and the second high bandwidth bickvanit, and
the fourth module holds Payload #3 and a 24/7 comication unit.
Note that there is only one 24/7 communication wwithin this ssr IMBP
architecture even though the current version of /AT can support o
up to two 24/7 communication units (i.e., in gehetiae fact that a HBWl.
component is available does not mean that it mesudsed in a
module or a cluster). The black block on each rfedignifies that .stz.
all modules also include all essential support gstlesns, such as
structure, thermal, power, and others. PL3| 24/7-1 .

Figure 3 also represents that Modules #1 and #Bargfested to
be flown on the same launch vehicle. Modules #8B#heach launch
separately. Note that launch order is not reptesefor needed) by Figure 3. Architectural depiction of
GT-FAST,; that is, the representation in Fig. 3 does preclude  example design used in this paper.
Module #4 from launching first or second. Alsoval be discussed,
the actual launch vehicle is selected by GT-FASEeHaon required launch mass, launch vehicle payload
capabilities, and launch costs.

The example design shown in Fig. 3 is specifiehmitGT-FAST through two matricés.The first, shown in
Fig. 4, maps the fractionatable components (colgrbimghe modules that carry them (rows). Thusheamv
represents the configuration of a single module iarmblor coded to appear similar to the represeman Fig. 3.
Each element of the matrix is allowed to take ohtlieee character values: P, F, or N. The |éR&rindicates that
the particular component exists in the design amatésent on the corresponding module. The [dtteindicates
that the component exists in the design but is present on the module. The letter “N” indicateattthe
component in question does not exist in the desigrus, any column which is not filled entirely the letter “N” is
allowed to have only one “P” (and all other elensesftthe column must have the letter “F”)Thus, the first row
of the matrix in Fig. 4 shows that Module #1 caiayload #1, the solid state recorder (SSR), lamdhission data
processor (MDP), just as indicated by Fig. 3. Nb#g the column for the second 24/7 communicatioi s filled
with the letter “N” since the second 24/7 commuti@aunit does not exist in this example design.

The second matrix, shown in Fig. 5, maps the mad{r@ws) to the launch vehicles that carry thenufoos).
Thus, each column shows the modules that laun@giwen launch vehicle. Each element of the masradlowed
to take one of two character values: O or N. [Efter “O” indicates that a particular module isread onboard a
particular launch vehicle. The letter “N” indieatthat a particular module is not carried abogpdrtcular launch
vehicle. Thus, the element in the first row andtfcolumn of the matrix in Fig. 5 is marked “Ofdicating that
Module #1 is carried by Launch Vehicle #1. By resity, all other elements in the first row are nearkKN”, since
Module #1 can only be launched on one vehicle.

Example Design

$ Although the matrices in the current implementatdd GT-FAST are limited in dimension to 9 x 9,sthian be
easily modified for future implementations involgimore fractionatable components.

" It is reasonable to ask why there is a need ttindisish between the “F” and “N” designations sirthés
implementation of GT-FAST focuses on the distribatof payloads and resources (i.e., to size a meodlllthat is
necessary to know is whether a particular comporewnboard, regardless of whether it is presentmother
module. The distinction between “F” and “N” dobswever, become useful if the components are stérags as
in Ref. 13. If we take the case of a fractiongiedier subsystem through power beaming, for examysesee that
an “F” indicates that power is produced in anotimadule and beamed to the module in question, soniodule
must carry power receiving hardware. An “N”, howewvould indicate that no power beaming occuith@design
at all, so the power subsystem could be sized moee traditional manner. Thus, although the “F! U§”
distinction is unimportant in this implementatiofi GT-FAST using payloads/resources, the nomendatsr
retained for future flexibility of the tool.



ARCHITECTURAL

Murnber of Modules 4 Conzistency Check
Fayload 1 Fayload 2 Fayload3 | 247 Comm 1| 247 Comm 2 High BW 1 High B 2 S5R MDP

Module 1 P P P
Module 2 F F F
Module 3 F F F
Module 4 F F F
Module 5 F F F
Module B F F F
Module 7 F F F
Module B F F F
Module 9 F F F

Create this Architecture!

Figure 4. Input Matrix Mapping of Components to Modules for the Example Design.

Mumber of Launches 3 Launch Consistency Check
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Module 1
Module 2
Module 3
Module 4
Module 5
Module B
Module 7
Module 5
Module 9

z=z=z== = =|=[=KE
ZEE===Z=Z=Z===
ZEEZ=Z=Z=Z=Z== =
ZExE=z=== =

Tot. Launch Mass (kg)  340.61 143.06 134.49 0.00 0.00 0.00 0.00 0.oo 0.00

Launch Cost ($FY08M) 22.00 22.00 22.00 0.00 0.00 0.00 0.0o0 0.0o0 0.00

Figure 5. Input Launch Manifest Matrix for the Exam ple Design.

An additional note to make about Fig. 4 and Figs 3hat, prior to any execution of the GT-FAST i
program, a series of consistency checks are peefbram both of the two matrices to ensure that npli@
constraints are violated. For the matrix in Figthds involves verifying that the following conidihs hold:

The number of modules input above the matrix (fouFig. 4) agrees with the number of non-blank
rows (modules) within the matrix.

Components are assigned to modules sequentiatiyngtavith Module #1 (i.e., if any rows are left
blank, they are at the bottom of the matrix).

If any column is not filled by N'’s, then there muing exactly one element in that column marked with
the letter “P” (and all other elements in the catumust contain the letter “F”).

An SSR and MDP must be present in any design teiggadata storage and processing capability;
thus, the last two columns in the Fig. 4 matrixraatrcontain any N’s.

At least one high bandwidth downlink unit must lbegent in any design; thus, at least one of the two
high bandwidth downlink columns in Fig. 4 must rohtain N's.

At least one 24/7 communication unit must be preseany design; thus, at least one of the two 24/7
communication columns in Fig. 4 must not contais.N’

At least one payload must be present in any dethas, at least one of the three payload columns in
Fig. 4 must not contain N’s.

For the launch manifest matrix in Fig. 5, the cetesicy check is somewhat simpler. This check iresl
verifying that the following conditions hold:

The number of launches input above the matrix éfmeFig. 5) agrees with the number of non-blank
rows (modules) within the matrix.

Modules are assigned to launch vehicles sequansitting with Module #1 (i.e., if any rows aréle
blank, they are at the bottom of the matrix).



= No modules may be assigned to multiple launch Vestithus, a maximum of one letter “O” may exist
per row in Fig. 5.

= All existing modules defined in Fig. 4 are assighea launch vehicle in Fig. 5. If four moduleg ar
described in Fig. 4, then all four must be mangesh Fig. 5.

In concluding this discussion of the discrete fawtion scheme input into GT-FAST, it is importaatnote
that the example used in Fig. 3 is just one of maossible fractionation schemes that an F6 desigiddake. As
Part 2 of this paper will show, the combinatoricgalved in placing components into modules and rrexlinto
launch vehicles results in the fact that the péssibsigns for this problem actually number inrtiions. A clear
advantage of a tool like GT-FAST is that, when andted, it can allow for a rapid sizing, syntheais] trade-space
evaluation even for large numbers of possible aesigropics related to such a trade-space evatuati covered
in Part 2.

B. Continuous Inputs

In addition to the discrete inputs involving fractation scheme, several inputs to GT-FAST are tyrec
controllable from the main input sheet (additioca@htinuous-variable parameters are documentedsasgéions in
Sec. lll and can also be changed if necessary ldifyimg the models used). These inputs can bepgdunto the
three broad categories of orbit, payload, and margi

In terms of orbit-related inputs, the GT-FAST usarst specify the altitude and inclination of theided orbit
for the F6 cluster. The baseline implementatiorfGdtFAST assumes that the orbit is a circular lcavtk orbit
(LEO), although the program has been demonstraiedet adaptable to non-LEO orbits. These altitude a
inclination inputs allow GT-FAST to select launchhicles and to budget propellant for orbit mainteraagainst
atmospheric drag. If a higher-fidelity power sufisyn model is used by GT-FAST in the future, thisrimation
can also be used to estimate the percentage afb@niroeclipse (i.e., for battery charging andattiarging). The
example design used throughout Part 1 of this paggimes a 370 km altitude and 28.5° inclination.

In addition to orbit altitude and inclination, tlestimation of orbit maintenaneg/ requires inputs for mission
duration and vehicle ballistic coefficient. As Wlile documented in Sec. lll, the propellant estiommodel for
GT-FAST also includes attitude control propellant aesiduals; any propellant that does not fit ohthese three
categories can be input by the user @/a Enginelg, is required to convert allV values to propellant masses.
Currently all of these inputs are assumed to besdinee for each module, although future versiofGTGFAST may
allow for non-homogeneous mission durations, batliefficients, orbital elements, etc. The exégesign used
throughout Part 1 of this paper assumes a 2-yessioni duration, 110 kg/m? ballistic coefficient §bd on average
values from Ref. 14), 300 s specific impulse (reprgative of a bipropellant hypergolic thrustend ao additional
user-defined\V requirements.

Payload inputs include the mass, power, and pgmggquirement for each of the up to three payl@didsved in
the current GT-FAST implementation. Power inputsdivided into both sunlit and eclipse requirerseatiowing
a user to input a low or zero eclipse power requamt, for example, if a payload is a visual imagktass and
power inputs directly feed into the mass and padwetgets for the modules carrying the correspongingoads.
Pointing requirements (coupled with a fourth nogkpad pointing requirement which could be useddooant for
communications antenna pointing, for example) aftetitude determination and control system (ADCB}t
estimates from the Small Satellite Cost Model 2@B8CMO07)* It deserves note that the GT-FAST requirement of
only four inputs per payload allows portability imat only minimal information need be passed betwgsyload
designers and GT-FAST users. In the example ddeigthis part of the paper, Payload #1 is modelédr the
NOAA-N Search and Rescue Repeater (SARR) instrufidayload #2 is modeled after the transponder pdyloa
of the Orbcomm LEO communications sateltité” and Payload #3 is modeled after the science sgmstoads of
the recent Interstellar Boundary Explorer (IBEXpsgcraft® Although this payload set is notional, it higlhg
the potential for F6 to accommodate a variety gédie payloads within a single fractionated infiagttre.

Finally, the user may specify four independent rnmapercentages to be used for dry mass, propeaftess,
power, and cost. These margins are added toafdkh respective budgets for each module to addoupossible
growth during the development, production, and afens of the program. Special notes to makelaethe cost
margin is not applied to the launch vehicle, arglritass margin is not applied to the launch adapéess. In the
example design for this paper, 25% margin is usedry mass, propellant mass, power, and cost.



Table 1. Assumed Payload Characteristics for Exane Design™**%*’

Payload Payload Flight Mass Sunlit & Eclipse RepoL:ir;teI:rrlgent
No. Description Heritage (kg) Power Requirement (W) ? deg.)
1 Search & Rescue Repeater NOAA-N 24.0 53 1.0
2 LEO Transponders Orbcomm 8.4 10 5.0
3 Sensors and Electronics Unit ~ IBEX 26.0 16 0.5

lll.  Sizing and Costing Models

At the core of GT-FAST is a set of mass, power, enst estimating relationships constructed primdrivm
Refs. 14 and 15 and complemented by estimates @rmoensatellite manufacturer. In this section, wevey the
sizing and costing models used by GT-FAST. Fstsurvey the power and mass models by subsys=oond,
we survey the cost models by line item, includindiscussion of launch vehicle selection. Althoulgis section
describes the GT-FAST models as currently impleegnt should be kept in mind that these modelsnawdular
and can be (and have been) adapted if a user ptefese a model better suited for a particulaticaon.

A. Mass and Power Modeling

Individual modules are sized to be independeng-fiygng spacecraft, allowing for the applicatiohreass and
power estimating relationships from sources sucliRefs 14. The mass and power models for the ntgjofi
subsystems (propulsion, attitude determinationamdrol, thermal, power, and structures) aboarth @adule are
no different from typical models for conceptualigaswhich will be described next. Depending on ¢bmponents
present on a given module, the communications stdasyand command and data handling (C&DH) subsystem
may use modified mass and power models, whichalgth be described next.

1. Modesfor Typical Subsystems

Since the only fractionatable components in thiplémentation of GT-FAST involve communications, adat
storage, and data processing, the subsystems iilpran, attitude determination and control, thdrrpawer, and
structures are sized as usual for a first-orderceptual design. In terms of mass, this means Hisorical
percentagéd are used which relate a subsystem mass to thledigtanass of the module. For example, using
historical data for LightSat$,the structural mass of a module is expected 2208% of the total dry mass. In the
example design of Fig. 3, the resulting dry massMuddule #3 is 88.3 kg (before margin is applied);
correspondingly, the structures subsystem massiastiis 20.0 kg. This method of modeling basedhistorical
percentages also applies to the communication<C&13H subsystems when no high bandwidth downlink2éf7
communication units are included on a given module.

In terms of power, typical subsystems use a sepmfer estimation relationships from Ref. 14. These
relationships are more complex than the mass perges and use different models depending on tlaé goiver
requirement of the module. If the total module powequirement is below 100 W, Ref. 14 recommengisrcular
fixed power level for each subsystem. If the tqalver is between 100 W and 500 W, a percentagieeofotal
power is recommended, and if the total power ival&®0 W, a different percentage is recommended.

To avoid convergence issues near the 100 W andvb@®undaries and to provide continuity in the power
estimate, a smoothing function is applied to thevgromodel in the vicinity of the boundaries. Theasthing
functionf below is a third-order polynomial which descrities relative weighting between the two power esta®nia
of the Ref. 14 model in the vicinity of a boundart the boundary itself (i.e., 100 W or 500 W)e ttwo estimates
are equally weighted arfd= 0.50. At 20% above the boundary (i.e., 120 V8@ W),f = 1, and at 20% below the
boundary (i.e., 80 W or 400 WH= 0. Thusf describes the weighting on the power estimate@bu boundary; as
a result, the weighting on the power estimate bellogvboundary is 1- The polynomials that descrilfeas a
function of total powelP are shown in Eq. (1) and plotted in Fig. 6. Asexample, Fig. 7 shows the result of
smoothing on one representative subsystem (ADC&gprequirement. Note the' @and €) continuity ™ provided
by the smoothing function as opposed to the origiiontinuous model from Ref. 14.

Note that it is assumed that these power relatipssipply both to sunlit and eclipse periods; tifitlse power
requirement of the payload for a given module $® @onstant between sunlight and eclipse, theghtrdnd eclipse

™ For a brief discussion of simplé €ontinuity and &first-derivative continuity, the reader is refatte Ref. 18.



power requirements are identical. Additionallyshtould be noted that this model has no couplingd®En power
and mass estimates (although higher-fidelity, cediphodels could easily be implemented in the fyture
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Figure 7. Example (ADCS) variation in power requiranent with total spacecraft power.

2. Modelsfor Fractionation-Affected Subsystems

In the current implementation of GT-FAST, the sgziof the communications and C&DH subsystems isctliye
affected by fractionation, and these cannot be gnigsized based on historical data (since no slath exist for
fractionated systems). Instead, these subsystemssized using a set of rules which define the ysibm
components that are present on a module giverrahgdnation scheme.

The components of the communications subsysterarfgrgiven module include the high bandwidth dowinlin
and 24/7 communication units allocated to that nma@s well as an intra-cluster wireless unit ands&N link
equipment. The intra-cluster wireless unit and 8KJink equipment are included by default for albdules; the
former allows for wireless communications betweesdules, and the latter allows low-bandwidth comroation
with an AFSCN-equivalent ground station networkhe®nly exception to the inclusion of the intrasthr wireless
unit on all modules is that the unit is excludednistances where only one spacecraft exists iratbleitecture (in
which case there is presumably no need for wiretEsamunications between modules). The mass of the
communications subsystem is the sum of the madseach component present. The power requiremetiteof



communications subsystem is based on the assuntp@brthe module always uses the intra-clusterlesseunit
and only one external link at a time. Thus, if adule carries a 24/7 communication unit, high badtwdownlink
unit, and AFSCN link equipment, only the largesthafse three power requirements is added to thermp@guired
by the intra-cluster wireless unit. No distincsoare made between sunlit and eclipse periodshegower
requirements during sunlight and eclipse are equal.

The command and data handling subsystem for amygiwodule consists of the solid state recorderR¢p&nd
mission data processors (MDPs) allocated to thatduteoas well as a minimum C&DH unit providing basic
processing and storage capabilities. The minim&DIE unit, which has a mass of 5.5 kg and power ir@goent
of 15.5 W based on Ref. 14, is present on all nesltd provide basic functionality even if an SSRVP is not
present on that module. The mass of the C&DH sibryis the sum of the masses of each componesgrgrand
the power requirement is the sum of the power remqents for each component present. As with the
communications subsystem, no distinctions are rbatigeen sunlit and eclipse periods.

3. Propellant Mass Estimation

Propellant mass for each module created in GT-FASJudgeted among the five areas of orbit mainteman
additional maneuvers, attitude control, residuatg] margin. Orbit maintenance propellant is egechshrough the
expression foAV in Eq. (2), which uses a module’s mission durait), altitude, and estimated ballistic coefficient
(B)- Altitude is used to estimate velocity)(assuming a circular orbit, and altitude is alsedito estimate
atmospheric density) under the conservative assumption of a solar maxi period using data from Ref. 14. The
AV for additional maneuvers not associated with aeinthe other four categories is left as a usertinfithisAV is
converted to a propellant mass through the idedatoequation. In the example design shown througRart 1 of
this paper, the\V for orbit maintenance is 110.0 m/s per year,liimgato 220.0 m/s overall. ThAV associated
with additional maneuvers is assumed to be zerthiexample application.

The remaining three areas of propellant budgeestienated as percentages of propellant mass riuenV
values. Attitude control propellant is estimate®.&% of the total propellant budget, and resislaaé estimated at
1.5% of the total budget according to Ref. 14. peliant margin is user-defined, and in the exanugked in Part 1
of this paper, propellant margin is set at 25%.aAssult of these three additional propellant ireqouents, the total
propellant budget for each module in the exampggaes 322.6 m/s.

The propellant mass estimation model described hseapplied to all modules in a GT-FAST architeeur
although specialized assumptions (for exampleewtfit mission durations for different modules) barapplied in
future implementations of the tool. In one exampuiEe a modified GT-FAST tool, a geosynchronous
communications satellite was modeled; modificatitmshe propellant estimation models involved tddition of
geosynchronous-orbit-specific stationkeeping rements and disposal orbit requirements.

2
Av =2V

(2)

B. Cost Modeling

In terms of cost modeling, GT-FAST in its curremipiementation for Earth-orbiting F6 designs prifyadraws
upon the Small Satellite Cost Model 2007 (SSCMQ®lthough other models are used for estimatesIB&MO7
does not provide (for example, software, groundresg development, and launch costs). One challengsing
traditional satellite cost models for fractionat@athitectures is that these models are regress$ions previous
programs and are inherently biased toward architestconsisting of a single spacecraft. As a tethd regressor
variables in the traditional cost estimating relaships (CERs), which are often subsystem massés; to
properties of a single monolithic spacecraft and tooa spacecraft cluster. Thus, some of these sCaife
reasonably applied to properties of individual rmedun the cluster, while others are more reasgnajplied to
properties of the cluster as a whole. For examipleiould make little physical sense to apply threpgulsion
subsystem CER, which uses propulsion subsystermdsg as the regressor, at the cluster level (whathd imply
that several small propulsion subsystems on indépen free-flying modules should have the same aesbne
large subsystem on a monolithic spacecraft). @natmer hand, the program management/systems engige
CER would be more appropriately applied to overadtrics of the entire cluster (i.e., applying tBiER on a per-
module basis would imply that program managemenearh vehicle is independent, which would likely dve

10



overestimation). Thus, costs are divided into c@estimated at the module level and costs estintéte cluster
level* In the present implementation, all costs arentepdn fiscal year 2008 dollars ($FY08).

1. Module-Level Cost Estimation

GT-FAST accounts for subsystem, payload, and adgemaist, and launch operations (ATLO) costs oreg p
module basis. In terms of subsystem costs, SSAMG3ed almost exclusively. For module wet mabséswv 125
kg, the SSCMO07 Micro Satellite CERs are used, amdafl other wet masses the Small Satellite CERsused.
Typical inputs into an SSCMO07 subsystem cost mipa#lide the dry mass of the subsystem and subsyspewific
parameters. For example, the propulsion subsystshmodel requires as inputs the propulsion stdsysiry
mass as well as type of propellant (cold gas, lydeamonopropellant, or hydrazine bipropellant).ithid GT-
FAST, propulsion subsystem dry mass is known froassnsizing described in Sec. lll.A of this paperd a
propellant type is automatically inferred from tbentinuous input ofg, also described in Sec. Il. The SSCMO07
equation relating these inputs to an estimated (@dsich can be broken into recurring and nonreogriparts) is
typically nonlinear. The only deviation from SSCKI terms of subsystem CERs is due to the fa¢tS8£MO07
costs the C&DH and communications subsystems agjiesinit based on the total mass of the two sstiesys; for
accounting purposes, this total cost is split siett 58% is assigned to the C&DH subsystem and é246signed
to the communications subsystem based on dry nplissata from Ref. 14.

Payload cost is estimated as 40% of the modulecbsisbased on a CER from Ref. 14. Assembly, tesl,
launch operations (ATLO) cost is estimated for eadldule based on SSCM07. By the SSCMO07 defini#harl,O
consists of the combination of the categories eégration, assembly, and test (IA&T) and launch aniital
operations support (LOOS). ATLO cost estimatiopuits include module wet mass (calculated from tlasan
sizing of Sec. Ill.A) to determine whether to use Micro Satellite or Small Satellite CERs, dedifgtime (from
user inputs), and module power (from the largeeitfer sunlit or eclipse operating power calculagsdin Sec.
lLA).

2. Cluster-Level Cost Estimation

GT-FAST accounts for program management/systemsegring (PMSE), flight software development, grdun
segment development, operations, and launch cbdtsealuster level. PMSE cost is estimated uS&EMO0O7
relationships. Inputs to the PMSE cost model laeetdtal cost of all module buses (each calculated per-module
basis as described in Sec. I1I.B.1), the total ATed3t for all modules (also each calculated onrarpmule basis),
and the total wet and dry masses of all modulds\lzded as described in Sec. IIl.A).

Flight software cost is estimated based on relakiips available in Ref. 14 for cost per thousanddiof code.
Nominally, it is estimated based on Ref. 14 thaheamodule requires 26,000 lines of flight softwaoele, and GT-
FAST scales lines of code directly with the numbé&rmodules in the cluster. This is likely to pradua
conservative estimate of software cost since, afhoeach module would have unique components abtiesace
may be cost savings due to elements of commonality.

Ground segment development cost is also estimatsedbon Ref. 14. The ground segment development co
includes ground station facilities, equipment, wafte, logistics, and system-level costs. The l@eak between
each of these various components of the cost enddy a set of typical percentages from Ref. 1d,the absolute
magnitude of the ground segment development coahébored upon a ground software cost estimater uhde
assumption of 100,000 lines of code from Ref. GAI-FAST can also allow the user to override the Réfground
segment development cost model with a custom esilffiar example, if new ground stations do not neette
developed).

Operations cost is estimated based on a publijliahle mission operations cost model from NASAInputs
into this first-order model include the investmammst of the system (total development and prodoctost,
excluding launch costs) and duration of the misgmmser input described in Sec. 11.B). Normallge of the
NASA model requires specification of mission typethis implementation of GT-FAST, estimates aredprced for
both Earth observation and communication missipesyand averaged since either (or both) of thessionis may
be executed by a fractionated design, dependinbepayloads carried.

Launch cost estimation is accomplished throughreetistep process for each launch in the prescritsdfest
(e.g., see Fig. 5). First, the total mass capggbikquired by the launch vehicle is calculated duding the
individual wet masses of each module aboard. teroto account for structural mating of each moduolehe
launch vehicle, an adapter mass of 18.8 kg is atinedch individual module mass based on examiehes in

* This modeling strategy can be rigorously refindtew actual fractionated spacecraft are flown arsi data
becomes available.
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Ref. 14. Second, a database of launch vehiclebilipaelationship&® is used to compute the maximum payload
deliverable to the user-specified orbit for eact2@fexpendable launch vehicles Third, GT-FAST identifies the
launch vehicles with deliverable payload capaletitgreater than or equal to the mass to be laurasicbdelects the
lowest-cost option based on a launch vehicle casalthse compiled from Refs. 21 and 22. This thteg-
procedure is repeated for each scheduled laundhemmanifest. Note that this assumes launch \ehiale
purchased independently for each of the launchéeegtrescribed price (no discounts are assume@xample, if

all launches use the same vehicle). Although laumehicle reliability does not factor into the camgr’'s
automated selection of launch vehicles, GT-FASTsddlow the user to exclude launch vehicles fromsateration
(for example, if reliability is too low to merit ngideration).

C. Model Integration

As mentioned in Sec. I, one reason for selectingddoft Excel as a platform for GT-FAST was itt@auatic
iteration capability. As a result, circular refeces among cells can be made and automaticallyateal without
explicit programming of iteration procedures. Toapability is utilized extensively by GT-FAST. dtamodule in
a given architecture is represented by a powersnaamsl cost breakdown in a dedicated worksheeinilie tool
(see Fig. 8), and formulae within the cells of eaadrksheet are allowed to reference other valuekimwithe
worksheet or within other worksheets. Use of VidBasic code within Microsoft Excel allows workshe¢o be
automatically created and configured accordingheoriumber of modules, components contained witrodutes,
and other inputs specified by the user.

As a result, once a user inputs a fractionatioesehand series of continuous inputs as describ8eédnll, GT-
FAST creates a sizing worksheet for each moduleandmatically iterates both within worksheets amdong
worksheets in order to determine the mass, powed, @st breakdown for each module and for the entir
architecture. It should be noted that most sizamgl costing relationships are based on parametdting
relationships and not discrete unit masses, pogggrirements, or costs.

% Master I0 ¢ Reference Data / Experiments / Equivalent Monolith 4 Reference Spacecraft #/SC 1 /SC2 £SC3 /504 /

Figure 8. Worksheets from GT-FAST for the example dsign in Part 1 of this paper.

IV. Example Outputs

In this section, examples of GT-FAST outputs a@vipled. Shown first are the mass, power, and lmodgets
for a fully-sized point design (the example desigred throughout Part 1 of this paper). Secondeseélts of a
partial validation of GT-FAST against two monolttgatellites.

A. Example Point Design

Tables 2-5 show the mass, power, and module-le@stl lmudgets for each of the four modules for themgple
design used throughout Part 1. Recall that thégumation of this design is shown by Fig. 3, tteyjoads it carries
are defined in Table 1, and it is assumed to k#e3i@0 km circular orbit at 28.5° inclination fotvao-year mission.
Table 6 documents the estimated cost budget foetiiee system, which includes costs estimatetha@tnodule
level and cluster level. These mass, power, astibtaigets represent the typical core outputs oFBST.

Figure 9 graphically shows the cost breakdown dil@&. Note that the GT-FAST cost models hererassa
ground segment development cost and margin, whogether comprise 33% of this budget; these itenes ar
particularly easy to adjust if the user wishes $e gustom estimates. As shown in Fig. 10, theclawehicle
selected for all three launches is the PegasustX. @ost of $22 million (FY08)'" The Pegasus XL's 450 kg
payload capacity to the desired orbit was sufficfen all launches, and $22 million was the lowlestnch cost in
the database used for this launch vehicle seleffitoaign and under-development vehicles were ebati.

%8 For an example of such relationships using respengface equations (RSEs), the reader is refenrBef. 20.

™ Currently, GT-FAST’s launch vehicle databasensitd to American launch vehicles, but this datebs#l be
expanded in the future to include foreign options.

" Note that GT-FAST does not require all launchess® the same launch vehicle; this coincidenceiéstd the
particular payload requirements for this set ohtzhes.
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Table 2. Mass, Power, and Cost Budgets for Modulél

Subsystem Mass Sunlit Eclipse Cost
(kg) Power (W) Power (W) (FY083$M)
1.0 Payload 24.0 53.0 53.0 16.0
2.0 Bus Subsystems
2.1. Propulsion 4.4 0.1 0.1 6.4
2.2.  Attitude Control 18.4 61.1 61.1 2.9
2.3. Communications 10.1 95.0 95.0 7.8
2.4. Command & Data Handling 26.0 70.4 70.4 10.8
2.5. Thermal 2.8 20.4 20.4 0.5
2.6. Power 40.0 108.7 108.7 9.2
2.7. Structures & Mechanisms 36.9 0.0 0.0 2.6
Pre-Margin Subtotal 162.4 408.7 408.7 56.2
Margin 40.6 102.2 102.2 [See Table 6]
Post-Margin Subtotal 203.0 510.9 510.9
3.0 Propellant 23.5
Loaded Mass 226.5
4.0 Adapter 18.8
Boosted Mass 245.3
ATLO Cost 5.5
Table 3. Mass, Power, and Cost Budgets for Modui&?
Subsystem Mass Sunlit Eclipse Cost
(kg)  Power (W) Power (W) (FY08$M)
1.0 Payload 0.0 0.0 0.0 0.0
2.0 Bus Subsystems
2.1. Propulsion 1.8 0.0 0.0 5.4
2.2.  Attitude Control 7.4 58.2 58.2 1.0
2.3. Communications 18.8 177.6 177.6 0.3
2.4. Command & Data Handling 5.5 15.5 15.5 0.4
2.5. Thermal 1.1 19.4 19.4 0.5
2.6. Power 16.1 117.3 117.3 0.8
2.7. Structures & Mechanisms 14.9 0.0 0.0 2.8
Pre-Margin Subtotal 65.6 388.0 388.0 11.1
Margin 16.4 97.0 97.0 [See Table 6]
Post-Margin Subtotal 82.1 484.9 484.9
3.0 Propellant 9.5
Loaded Mass 91.6
4.0 Adapter 18.8
Boosted Mass 1104
ATLO Cost 2.0
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Table 4. Mass, Power, and Cost Budgets for Modulé3

Subsystem Mass Sunlit Eclipse Cost
(kg) Power (W) Power (W) (FY083$M)
1.0 Payload 8.4 10.0 10.0 4.7
2.0 Bus Subsystems
2.1. Propulsion 2.4 0.0 0.0 5.7
2.2.  Attitude Control 10.0 59.5 59.5 1.0
2.3. Communications 18.8 177.6 177.6 0.3
2.4. Command & Data Handling 5.5 15.5 15.5 0.4
2.5. Thermal 15 19.8 19.8 0.6
2.6. Power 21.7 114.0 114.0 0.9
2.7. Structures & Mechanisms 20.0 0.0 0.0 2.8
Pre-Margin Subtotal 88.3 396.4 396.4 16.4
Margin 221 99.1 99.1 [See Table 6]
Post-Margin Subtotal 110.3 495.5 495.5
3.0 Propellant 12.8
Loaded Mass 123.1
4.0 Adapter 18.8
Boosted Mass 141.9
ATLO Cost 2.0
Table 5. Mass, Power, and Cost Budgets for Modul&t
Subsystem Mass Sunlit Eclipse Cost
(kg)  Power (W) Power (W) (FY08$M)
1.0 Payload 26.0 16.0 16.0 14.8
2.0 Bus Subsystems
2.1. Propulsion 3.4 0.0 0.0 6.1
2.2.  Attitude Control 14.3 44.6 44.6 3.1
2.3. Communications 15.2 95.0 95.0 6.9
2.4. Command & Data Handling 5.5 15.5 15.5 9.6
2.5. Thermal 2.1 14.9 14.9 0.4
2.6. Power 31.0 111.6 111.6 8.6
2.7. Structures & Mechanisms 28.6 0.0 0.0 2.3
Pre-Margin Subtotal 126.2 297.6 297.6 51.8
Margin 31.5 74.4 74.4  [See Table 6]
Post-Margin Subtotal 157.7 372.1 372.1
3.0 Propellant 18.3
Loaded Mass 176.0
4.0 Adapter 18.8
Boosted Mass 194.8
ATLO Cost 4.5

14



Table 6. Overall Example Design Cost Budge Launch
Cost 14%
(FYO8$M)

Cost Element
Module-Level Costs
30%

Module-Level Costs

Module #1 61.6
Module #2 13.1 Margin
Module #3 18.4 17%

Module #4 56.3
Program Management 234
Software 51.7
Program
Ground_ Segment Development 75.6 Operations Management
Operations 33.1 7% 50
Pre-Margin Subtotal 333.2 Software
Margin (25%) 83.2 Ground Segment 11%
Post-Margin Subtotal 416.4 Dev‘i'gsmem
Launch 66.0 ’
Total 482.4 Figure 9. Breakdown of Costs from Table 6.
. Launch #1: Pegasus XL
Example Design Cost: $22 million (FY08)
M odule 1 Capacity to Orbit: 450.0 kg
odule Utilized Capacity: 355.7 k
Boosted Mass: 245.3 kg SSR e pacly 9
Module #2 = Launch #2: Pegasus XL
odute HBW1 i
Boosted Mass: 110.4 kg Cost: $22 million (FY08)
Module #3 Capacity to Orbit: 450.0 kg
odule Utilized Capacity: 141.9 k
Boosted Mass: 141.9 kg HBW2 — I pacty 9
Module #4 Launch #3: Pegasus XL
Boosted Mass: 194.8 kg |PL3 G . - I Cost: $22 million (FY08)
Capacity to Orbit: 450.0 kg

Utilized Capacity: 194.8 kg

Figure 10. Launch Summary for Example Design.

B. Comparison against Operational Monolithic Spacecraf

While a fractionated spacecraft has yet to launths possible to
partially demonstrate the accuracy of GT-FAST imnmparison with
existing monolithic spacecraft. Used in this congmm are the Jason-z
and TIMED spacecraft, both of which are approxinyat the small-
satellite class and are currently operational litorNeither spacecraft was
used in the generation of the models in Ref. 14 G&FAST draws upon
for several mass and power estimates. Jason-Fige#l) is a follow-on
mission to Jason-1, aiming to continue the datarceof Jason-1 and
measure sea surface levels to a 2.5 cm accraggson-2 is a cooperativi .
undertaking between NASA, NOAA, CNES, and EUMETSAINd it has §
orbited at a circular orbit altitude of 1336 km andlination of 66° since
its launch in June 20082* TIMED (see Fig. 12), launched on the san §
Delta Il rocket as Jason-1 in December 2001, operiata circular 625 km
altitude, 74.1° inclination orbi€?® TIMED is sponsored by NASA anc Figure 11.  Artist's Concept of
was designed, built, and is operated by the Johoskids University Jason-2 Satellite’®
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Applied Physics Laboratory. Its mission is thebglostudy of the physical
and chemical processes acting within Earth’s uppaospheré®

In order to complete this comparison, GT-FAST isdut size a single-
module cluster (i.e., a traditional monolithic spem@ft). As a result, the
intra-cluster wireless unit (which has no use imenolithic spacecraft) is
automatically excluded. Additionally, the 24/7 aommication units and
high-bandwidth downlink units are excluded sincesthdo not represent th
actual components flown on TIMED or Jasofi-2. Thus, the remaining
communication subsystem in GT-FAST consists of &B8N-equivalent Figure 12.  Artist's Concept of
link. In terms of command and data handling, ts&R%nd MDP are both TIMED Satellite. ?®
included in the GT-FAST model. Propellant estimatssume an orbit
maintenanceé\V as given by Eq. (2), although in the cases of EIMand Jason-2 this number is very small due to
the high altitudes of the orbits. For Jason-2additional 120 m/s oAV is included as indicated by Ref. 24. For
the purposes of this comparison, no design maggincluded in any budget (i.e., mass, power, ptapglor cost).
The remaining inputs into GT-FAST are summarizedable 7.

Table 8 summarizes the comparison between sewdtalanetrics from the Jason-2 mission and théautated
counterparts in the GT-FAST model. Note that wed ary masses agree very well (within 2.2% and 3.2%
respectively), and average power also agrees gugtefor this first-order model (within 14.9%). #ignificant
discrepancy exists in terms of cost, but this maypartially explained by substantial cost overrand schedule
slippage encountered in the Jason-2 project (toeitent that a major new instrument, the Wide Swadean
Altimeter, was entirely descoped in 2085).An earlier 2005 Jason-2 cost estimate of $2563@0 milliorf’ is
much closer to GT-FAST's estimate of $250 millioRinally, although the actual Jason-2 spacecrafidhed on a
Delta Il 7320-1GF° GT-FAST selects the smaller and less costly TaRR1€ launch vehicle. It deserves note that a
modified Peacekeeper missile (with a smaller pa/lgpacity than the Delta Il) was considered feoda?2 after an
offer frogl7 the Department of Defense Space Tesgfaro but was not selected because of certificadimh risk
concerns.

Table 9 is identical in format to Table 8 and sumges the comparison between actual metrics froen th
TIMED mission and their calculated counterpartshie GT-FAST model. Again, wet and dry masses aguéte
well, and average power is acceptable given thit-rder model. In this case, cost is also vegueate (within
8.4%). In this case again, GT-FAST selects thdlsem&aurus 2210 instead of the Delta Il 7920-However, it
should be noted that the Taurus 2210 could not laweched both TIMED and Jason-1 (as was donesilityk if
500 kg is manually added to the required launclaciépin GT-FAST, the model correctly predicts thaDelta 1l is
required.

Table 7. Inputs into GT-FAST for Jason-2 and TIMED spacecraft modelg* %

Payload ‘ Orbit ‘ Pointing Mission
Spacecraft \Mass Power Altitude Inclination ~Requirement  Duration
(kg) (W) (km) (deg.) (deg.) (years)
Jason-2 111.0 145.0 1336.0 66.0 0.1 5.0
TIMED 162.0 174.0 625.0 74.1 0.5 2.0

Table 8. Comparison between Actual and GT-FAST Puictions of Key Metrics for Jason-2%

Dry Mass Wet Mass  Average Program Cost

Spacecraft (ka) (ka) Power (W) ($FY08M) Launch Vehicle
Actual Jason-2 462.0 490.3 468.9 424.4 Delta 1073Q
Predicted Jason-2 447.3 479.6 538.7 249.5 Ta@ig 2
Prediction Error -3.2% -2.2% +14.9% -41.2

¥ The exclusion of the 24/7 communications unit higth-bandwidth downlink unit required slight chasge GT-
FAST’s internal logic since, as noted in Sec. I2Ahese components are normally required withsluster to pass
internal consistency checks.
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Table 9. Comparison between Actual and GT-FAST Puictions of Key Metrics for TIMED. >2%%

Dry Mass Wet Mass  Average Program Cost

Spacecraft (ka) (ka) Power (W) ($FY08M) Launch Vehicle
Actual TIMED 592.0 592.0 401.7 239.5 Delta Il 7920{with Jason-1)
Predicted TIMED 521.6 523.5 498.7 219.4 Taurugd221
Prediction Error -11.9% -11.6% +24.2% - 8.4

V.  Summary and Conclusion of Part 1

In summary, Part 1 has presented the internal méhand application of the Georgia Tech F6 Arditee
Synthesis Tool (GT-FAST), a point design tool fapid sizing and synthesis of fractionated satedifghitectures.
The manner in which fractionated designs are spegiincluding both discrete and continuous-vagabputs, was
discussed, including the matrix representationtheflaunch manifest and placement of fractionatedponents in
Figs. 4 and 5. Next described were the methodslelmpand assumptions used in estimating eleméntsass,
power, and cost. The final section included sanopiputs from GT-FAST for a notional fractionatedhatecture
and presented a partial validation of the GT-FASiTpots against the currently-operational Jason& HMED
satellites.

One important note to make is that the implemenrtatf GT-FAST shown throughout Part 1 has beerctiice
toward analysis of a DARPA F6 demonstrator intenfdec circular low or medium Earth orbit. Howey#rere is
little that precludes GT-FAST from being modifieor fother fractionated spacecraft applications.falt, it has
already been adapted in one instance for analysia geosynchronous communications satellite. Exjst
subsystem mass, power, and cost models are intggehble with other application-specific models arusay
prefer, and launch vehicle capacity and cost modafts also be easily updated. Additionally, themeavork
provided by the matrices in Figs. 4 and 5 makesuieeof other fractionatable components (i.e.,roth& SSRs,
MDPs, high-bandwidth downlinks, etc.) relativelyngile to implement with minimal changes to interoglic. For
example, earlier implementations of GT-FAST incldiggwer subsystem fractionation options throughromeve
power beaming hardware.

A wealth of possibilities exists for future expasrsiof GT-FAST. Currently, GT-FAST can size architees
consisting of up to nine fractionatable componeats]j future analyses may require the consideraifomore
components. This poses no problem to the currehitacture of the GT-FAST point design tool, aligb it does
present challenges in evaluating the resultant laege fractionated architecture trade space, dieasled in Part 2.

Additional future work on GT-FAST includes updateghe default launch vehicle database to incli@entost
recent available launch vehicle performance ant das for foreign, developmental, and proven ddimésunch
options (for more details, see Ref. 20). A momnmpiete consideration of launch vehicle reliabititay also be also
worth consideration in future implementations of-6AST, and parametric cost models for fractionageacecraft
(as opposed to traditional monolithic spacecrafuld also be useful in future implementations. oAl&uture
versions of GT-FAST might include options to sipacecraft based on discrete “parts kits” rathen thased on
“rubberized” parametric scaling relationships usethe present implementation. Consideration nisy be given
to a faster-running version of GT-FAST in MATLABther than the current (but more flexible) Exceltjolan.

Finally, a useful route for future work is the demmment of a comprehensive approach to defining and
standardizing performance metrics for fractionagechitectures. Currently, the primary metrics ottpy GT-
FAST are mass, power, and cost. Other metricsifgpes vehicle or payload performance charactersstare
allowed to be user-specified and user-programmetit vould be desirable for a standard set of sueitrics to be
hard-coded into GT-FAST and available to every uskdiscussion of the selection of some of thestries (and
how they are traded against each other) is provit&rt 2.

The author believes that GT-FAST holds significaatential for future analyses of fractionated speait and
represents a critical piece of any framework airaeg@ermitting value-informed decisions for suchhéectures.
The rapid analysis enabled by this tool becomesicodarly useful when coupled with trade-space exaion
strategies such as in Part 2, and the expandaailidyadaptability of the tool permit its use fotgudially a wide
variety of fractionated spacecraft applicationsis lhoped that GT-FAST and the ideas it represtmdsbroad use
with engineers and decision-makers consideringifnaated systems in the future.

17



Part 2

Trade-Space Analysis

With GT-FAST having been described in Part 1, tiscussion of trade-space exploration for fractiedat
spacecraft can begin. In Part 2, the fractionapetecraft trade-space (specifically aimed atrémdetspace of the
DARPA F6 demonstrator system) is explored for atelts consisting of up to 6 fractionatable comptsemhich is
somewhat less than the maximum 9-component modekpability of GT-FAST. The implementation of GT-
FAST demonstrated in Part 2 uses five differenssea of fractionatable components, consistent tvithe of Ref.
4. An architecture contains one 24/7 communicatioit, one high-bandwidth downlink, a solid-stagearder, a
mission data processor, and up to two payloadsnslased in this part of the pape

to represent these six individual fractionatablenponents are shown in Fig. 1:
Payloads are specified by their mass, sunlighteatigse power requirements, an . 24/7 | |HBW
pointing requirement. Unlike the Air Force SatellControl Network (AFSCN)
communications unit which every module is sized itwclude, a 24/7 ssr | | MDP
communication unit provides near-continuous comrmations capability through a

relay satellite such as the Tracking and Data R&8atellites (TDRSs). High- .
bandwidth downlink units allow for high-volume dolmks that could not Figure 13. lcons for
otherwise be provided with AFSCN or 24/7 links. salid state recorder allows ractionated components
high-volume data storage, and a mission data psocés a resource allowing for 1" the Part 2 study.
onboard high-speed computing.

Figure 14 is a depiction of an example six-compordsEsign
named PF0248 that has been modeled using GT-BRSPF0248
includes three modules, the first of which holdthbmayloads. The PF0248
second module holds the 24/7 communication urgt) tiandwidth
downlink unit, and mission data processor. Theltmodule holds -
the solid state recorder. The black block on eacldule signifies
that all modules also include all essential suppobsystems, suct
as structure, thermal, power, and others. Figdraldo represents
that Modules #1 and #2 are manifested to be flowrthe same
launch vehicle. Module #3 launches separatelyte Noat launch
order is not represented by GT-FAST,; that is, gq@esentation in
Fig. 14 does not preclude Module #3 from launcHirsg or second. Figure 14.  Architectural depiction of
This three-module cluster is assumed to opera#e3di0 km, 28.5° example design PF0248.
inclination circular orbit and is designed for aotyear mission
with two communications payloads.

Outputs for this design from GT-FAST include thtables with mass, power, and module-level cost btsdg
broken down by subsystem for each of the three tesdn the design. For brevity, these tables ateshown here,
but examples can be found in Part 1. For referahecboosted masses of Modules 1, 2, and 3 ar® 291 138.6
kg, and 138.9 kg, respectively, and the total pawquirements are 522.9 W, 503.5 W, and 425.5 ¥padively.
Table 10 shows the estimated cost budget for thirzesystem, which includes costs estimated attbdule level
and cluster level. Figure 15 graphically shows ¢hst breakdown of Table 10. As shown in Fig. the, launch
vehicle selected for all three launches is the BegXL at a cost of $22 million (FYO8Y. The Pegasus XL's 450
kg payload capacity to the desired orbit was sigfficfor all launches, and $22 million was the IstMaunch cost in
the database used for this launch vehicle seleffiioaign and under-development vehicles were ebati.

858 Design PF0248 is actually a Pareto-optimal Fégtetsiat will appear again later in this analysis.

" Note that GT-FAST does not require all launchess®e the same launch vehicle; this coincidenceidstd the
particular payload requirements for this set ohtzhes.
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Table 10. Overall PF0248 Cost Budge Launch
13%

Cost Element Cost Module-Level Costs
(FYO8$M) 26%
Module-Level Costs
Module #1 55.9 _
Module #2 13.8 Maran
Module #3 13.4 Program
Program Management 13.6 @ Management
Software 38.7 4%
Ground Segment Development 75.6
Operations 24.6 Operiltions Softvzare
Pre-Margin Subtotal 235.5 M B
Margin (25%) ©8.9 Ground Segment
Post-Margin Subtotal 294.4 Development
Launch 44.0 22%
Total 338.4
Figure 15.  Breakdown of Costs from Table 10.
Launch #1: Pegasus XL
PF0248 Cost: $22 illion (FY08)
Capacity to Orbit: 450.0 kg
gg:sl:éz #l\j-aSS' 2019 kg - Utilized Capacity: 340.5 kg
Module #2 Launch #2: Pegasus XL
Boosted Mass: 138.6 kg Cost: $22 million (FY08)
Capacity to Orbit: 450.0 kg
gg:sl:éz ﬁass. 138.9 kg Utilized Capacity: 138.9 kg

Figure 16. Launch Summary for Design PF0248.

VI.  The Combinatorial Trade Space for Fractionated Spaecraft Designs

The focus of Part 2 of this paper is the applicatbGT-FAST, which has been described extensiveRart 1,
to the exploration of the F6 fractionated spacédrafie space. As such, it is necessary to ddfiiserade space in
terms of the variables or system characteristies tan be controlled by the designer. For the guep of this
study, the trade space consists of the discretebioatorial options for the configuration of an F@éstyn.
Continuous variables are set at their default value., all designs are set to a 370 km altit@Be5° inclination
orbit, have a two-year design life, use a giveno$@ayload mass and power assumptions, etc.phidrcontext, the
PF0248 design described in earlier is just one B designs considered in this trade study; tfe fiRdicates that
the cluster is partially fractionated (i.e., atdeane module contains more than one fractionatdotgoonent) and
the “0248” designation indicates that this desigrtie 248 design (out of 3,190) in the chosen enumeration
scheme. The enumeration of these combinatoriarpts covered in this section.

A. Theoretical Development: Size of Trade Space witho Constraints

As mentioned in Part 1 of this paper, the princigaicrete inputs into GT-FAST — and the combinaitori
configuration options in this trade study — deahvépecification of which fractionatable componeants present in
which modules and which modules are carried on kilacinch vehicles. First we illustrate this probléor a
simple 3-component architecture, and then we géreithis using the combinatorial definitions ofriitg and Bell
numbers.
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1. Example 3-Component Design Trade-Space

For this example problem, assume that the fradi@m@ components include exactly three distinctigzds
(PL1, PL2, and PL3, using similar icons to Fig..T3J In the case of a monolithic architecture, alltloése
payloads would be housed in the same module gi.ene-module architecture). In the case of a finHigtionated
architecture, each payload would be housed onaitsraodule. In the fully fractionated case, thisi@gs to three
modules (one for each fractionatable componentwe¥er, solutions also exist for two-module arattitees. For
example, PL1 and PL2 could be housed in the sangeilmavhile PL3 could have its own dedicated moddikere
are three such two-module architectures. All Awehitectures are shown pictorially in Fig. 17, dnid collection
of all possible architectures will be
referred to as the Suite of Enumerate
Architectures (SEA) for the 3- Monolithic Architecture
component trade-space. 1 Module

The SEA just defined accounts fo
all possible ways of placing . .
components into modules. Anothe Partially Fractionated
important consideration is how tc Architectures (3)
place modules onto launch vehicle: 2 Modules
Currently, GT-FAST considers launct
vehicles independent of launch orde
that is, from the perspective o
manifesting, Launch Vehicle #1 (LV1)
is indistinguishable from Launch Fully Fractionated
Vehicle #2 (LV2). Thus, for each Architecture
arghlt_ecture in Fig. 17_, several desigr 3 Modules
exist in terms of which modules ar
launched together or separately. F
the ~ one-module architecture Figure 17.  SEA for the 3-component case.

(monolith), only one design exists

since this one module must be

launched on one launch vehicle. For each two-nduthitecture, there are two possible designs dine two
modules can be launched together on a single ‘eeluclseparately on two vehicles. For the threeuieod
architecture, modules can be launched all togethkrseparately, or two can be launched together ame
separately. For the three-component case condiderthis example, this results in a total of 13idas. All 12
designs are shown pictorially in Fig. 18, and ttoHlection of all possible designs will be referrtedas a Suite of
Enumerated Designs (SED).

Finally, it must be recognized that the option tacfionate does not necessarily impose the decigion
fractionate; the option can be exercised or ndtatTs, if onecan fractionate a component, it does not necessarily
mean that onenust fractionate that component. Thus, if a 3-compomeast is considered, so must a 2-component
case and 1-component case. This consideratiardintes 12 additional designs, shown in Fig. 19 ekample, a
2-component case can be defined for the sub-casesevihe vehicle carries only PL1 and PL2, PL2 b8, or
PL3 and PL1. For each of these 2-component suscasSEA and a SED can be defined using the fogic
earlier; for a 2-component case, this simplifie ithree designs, the first of which is a monolitie second of
which is two modules launched separately, and hird bf which is two modules launched together loa $ame
launch vehicle. The 1-component case consisthefsimple scenarios where a payload is carriedrdbaa
monolithic spacecraft. Thus, the 12 designs in ER) are added to the 12 designs in Fig. 19 to teteghe
collection of all designs that should be considerdten deciding upon the configuration of a fractied
architecture which can accommodate up to thred¢idreatable components. This collection of desigrgferred to
in this paper as a Super-SEA.

PL3

PL3

n -U I
e
w

L3

PL3

" In DARPA terminology, this is an example of a disited-payload monolith since no subsystems are
fractionated”

20



Monolithic Designs
1 Module

Partially Fractionated
Designs
2 Modules

PF-6 PF-7

Fully Fractionated
Designs
3 Modules

FF-11

Figure 18.  SED for the 3-component case.
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FF-14 FF-15
2-Component
Designs
FF-17 FF-18
El =]
[y =}
1-Component M-22
Designs

Figure 19. Designs that must be added to the 3-cponent SED to create a 3-component Super-SEA.

2. Generalized N-Component Design Trade Space

Thus far we have shown that, even in the relatigatyple case where only 3 fractionatable componargs
considered, 24 designs exist which should be censiiby the system designer or decision-maker. MNew
generalize this combinatorial problem to one camgf N fractionatable components.

As in the example problem, first we define the sita SEA for arN-component case. Recalling that the size of
the SEA is defined by the number of ways that exigilaceN distinguishable fractionatable components into any
of one toN modules, it can be seen that this is actually tme sf Stirling numbers of the second kif{dFrom the
study of combinatorics, a Stirling number of theaa kind, denoted &n,m), physically describes the number of
ways that exist of placing distinct objects intan numbered but otherwise identical containers withcaotainer
left empty. Mathematically§(n,m) is defined by Eq. (3) below:

1 m
S(n! m) = Z (_ 1)k ‘m Cm—k ) (m_ k)n (3)
m i

Thus, in the 3-component example from earlier, @weeh3 distinct objects (components) distributed e,

two, and three containers (modules), and the dizbeo SEA isS3,1) +53,2) +§33)=1+3+1=5 A
summation of this type has been defined in mathemats a Bell number. Formally, a Bell number, and
consequently the size of a SEA, is defined by Bj. (A table of these values is given by the secomidmn of
Table 11.

N
Sizeof SEA= By, = > S(N,k) (4)
k=1

Next, we concern ourselves with defining a SEDallerg that a SED is the number of ways that exigilaceN
distinguishable fractionatable components into ahgne toN modules, and those modules into launch vehicles.
The first step in this development is to recogriteg the number of ways to distribuedistinguishable modules
into any of one t& launch vehicles (considered indistinguishablegesiaunch order is not considered) is actually a
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Bell number itself (by the same logic from aboveatthdistributing distinguishable components among
indistinguishable modules is described by a Bethber). Thus, for each architectural possibilityailSEA (there
were 5 in the demonstration case), thereBarevays to distribute that architecture onto launehieles, wher& is
the number of modules in the architecture. Mathe@idy, we define the size of a SED consisting Nof

fractionatable components by the symBglin Eq. (5). A table of values fddy is given by the third column of
Table 11. For the demonstration cd3g= 12.

N
Sizeof SED=D,, = S(N,k)- B, )
k=1

Finally, what remains is to define the size of P&uSEA, or the total number of designs a decisatker
should consider in his trade-space given that haoaponents thatan be fractionatedanust be fractionated. As
described earlier, assuming that all components lhe option of being non-fractionat&d, the Super-SEA
considers the possibilities of includidéNgjcomponentsiN-1 componentdN-2 components, etc., until the case where
only one component is included. Initially, one htigonsider this to be simply the sumf from N=1 to N.
However, this does not account for the fact that, dxample, there are multiple ways of choosing civhi
components are included in thN-{)-component SED (i.e., when defining thé-1)-component SED, which
component should be left out?). The number of wafychoosingX components for each new number of
components is described mathematicallyyBy. In the example case, there we@ = 3 ways of creating a 2-
module SED. Thus, the total number of designsahdgcision-maker should consider (the Super-SHEéypoted by

Fn, is defined by Eqg. (6). A table of values feyis given by the fourth column of Table 11. Foe ttemonstration
casefy = 24.

Sizeof Super SEA= F

%(Dj )-(vCy.;) (6)

Table 11. Sizes of SEA, SED, and Sup-SEA as a function of number of fractiondable components N).

N Size of SEABy) Size of SEDDy) Size of Super-SEAH)

1 1 1 1

2 2 3 5

3 5 12 24

4 15 60 130

5 52 358 813

6 203 2,471 5,810

7 877 19,302 46,707

8 4,140 167,894 416,510

9 21,147 1,606,137 4,073,412
10 115,975 16,733,779 43,289,930
11 678,570 188,378,402 496,188,630
12 4,213,597 2,276,423,485 6,095,737,867

##* For payloads, this implies that some payloads learleft out, if trade studies warrant it. For gysbem
components (e.g., communication equipment, datagtoand processing equipment), non-fractionatigglies that
these components can either be omitted or autoafigtincluded within the generic mass and powerdatsl of the
sizing and synthesis tool; in the latter case,rtlehe location of the component (i.e., on whighacecraft it is

housed) is no longer in the trade space. In mp@ctihe designer may not wish to allow some compisne be non-
fractionated, in which case, the Super-SEA mushbdified (and the trade-space will become smaller).
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Table 11 summarizes the sizes of the SEA, SEDSaqer-SEA for values d¢f up to 12. Recall that the SEA
deals only with the number of possible clustersiéectures, the SED includes consideration ofalhth options,
and the Super-SEA addresses the fact that nobaiponents thatan be fractionatednust be fractionated. The
Super-SEA is of most relevance to the study in plaiser, and the major observation one can take &aayTable
11 is that the size of the Super-SEA increases atiaally with N. If N is doubled from 6 (as in this study) to 12,
the number of designs that must be consideredasesefrom 5,810 to 6,095,737,867 — a factor of owermillion!
The sheer size of the trade space for practicalegabfN — as well as the rapidity with which it expandsMs
increases — illustrates the need for a systemagtbaod for enumerating and evaluating F6 designs.

B. Accounting for Constraints

According to Table 11, the Super-SEA for a 6-congmindesign i = 5,810. However, earlier it was
mentioned that the PF0248 example design is or&180 designs considered in this trade study. @pjmarent
discrepancy (between 5,810 and 3,190 possible migsig the result of the exclusion of cases intthge space due
to practical application-specific constraints.

In the case of the components considered in theeptanalysis, it was assumed that every clustst mcdude
a 24/7 communication unit, high bandwidth downlurkt, solid state recorder, mission data processw, at least
one payload. As a result of this constraint, thaltest architecture allowed to be considered sBcmponent
design in which one of the payloads is omitted. idWlpayload to omit is of course an option, andhsonumber of
cases considered is almost perfectly describe®@dy Ds + Ds = 3,187 (see Table 11). The final three cases
examined in the set of 3,190 designs are monol{irgyle-module) spacecraft that contain intratelusvireless
units and are thus F6-enabi&d one of these cases contains PL1, another corfaipsand the third contains both
PL1 and PL2.

C. Enumerating Designs

While the discussion thus far has been concern#éd eaunting the number of possible designs, thie bl
exists to enumerate, or list, each design so tteani be input and analyzed using GT-FAST. Coverdhis section
is an overview of how a SEA is enumerated, follovilsda discussion of how this is extended to a SBED a
translated into inputs for GT-FAST.

1. Enumerating a SEA

To illustrate this process, Fig. 20 graphically wechow a 3-component SEA is generated; the sanie log
applies to the larger-dimensional 6-component aesapnsidered for the trade studies in this paféis logic is
based on the idea of dividing strings of comporoedérings using indistinguishable partitions.

As illustrated in Fig. 20, the enumeration procgissts with the definition of both component perations and
partition schemes. The component permutations Igisipow all possible ways of ordering the components
(where each component is given a number from N)to For anN-component design, there will Bd! such
orderings. The partition schemes are more invobuedl are generated from a full factorial desigrin\itl factors
(since at maximum there can el partitions in arN-component string), each of which Hd¢evels. The resulting
list is filtered such that all remaining schemes sequential; for example, since each number ipdnttion string
represents the location of an indistinguishabléitpar, there is no difference between the schefheéq and [2 1],
both of which indicate that partitions are to bagald after the first and second components in tmeponent
permutation string.

Next, each partition scheme is applied to each oorept permutation; i.e., partitions as defined bghe
partition scheme are placed within each of the aomept permutations. In the case of the 3-compaotesign, this
results in a list of 36 clusters. However, manyhafse clusters are duplicates; for example, tH&l Jluster is the
same as the 3--12 cluster (where the dashes irdieatitions). Once duplicates are eliminated an@meration of
a SEA has been completed.

8835 As described in Part 1, if only a single modulésexin a cluster, GT-FAST excludes the intra-@ustireless
unit from mass, power, and cost budget estimation.
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Partition Schemes Component Permutations

Filtered and Modified Full Factorial Design of All possible orderings of N components taken N at a time
N Levels and N-1 Factors
Partition Scheme #1 | 1 1 Component Permutation #1 [ 3 2 1
Partition Scheme #2 | 1 2 Component Permutation#2 [ 3 1 2
Partition Scheme #3 | 2 2 Component Permutation #3 [ 2 3 1
Partition Scheme #4 | 1 3 Component Permutation#4 [ 2 1 3
Partition Scheme #5 | 2 3 Component Permutation #5 |1 2 3
Partition Scheme #6 | 3 3 Component Permutation #6 | 1 3 2
Distinct Clusters of the SEA
(3--21 (32--1 (" 32-1-
| 312 g g |l |
c c
S o So | 23-1 So | 231-
£5 £5| 213 58| 21-3-
g3 5 5 BE e
2 1--23 o | 12--3 2 12-3-
St sl N
3-2-1 3-21- 321--
N 3-1-2 . X 3-12- Cg 312--
S o 2-3-1 [SIN) S o 231--
% g 2-1-3 % g % g 213
a5 T a5 as -
” 1-2-3 v 1-23- o 123--
\_1-3-2 \_1-32- \_132--

Figure 20. Example Enumeration Process for a 3-Congment SEA.
Note that the red, yellow, green, blue, and magenta colorsin the 36 partition/permutation
combinations indicate to which of the final six clustersin the SEA each combination corresponds.

2. Enumerating a SED and Defining the GT-FAST Input

As defined in Sec. VI.LA.2, a SEA is the set of @etttures available when placing distinguishable
components in up tdN indistinguishable modules. In comparison, a SEDoants for the placement &t
distinguishable modules of a particular clusteo mp toK indistinguishable launch vehicles. Thus, the pssdor
enumerating the SEA can be reapplied for enumeratidthe SED. Once SEDs are defined, they carpperaded
to each other to define all cases to examine;Xample, recall that the 6-component design evatulagee consists
essentially of on®g and twoDs SEDs Dg + Ds + Ds = 3,187). Thus, the full evaluation here involeesluation of
each SED.

The input into GT-FAST for SED evaluations is thaudist of strings describing each design to be wateld.
This format involves a string of numbers and commake first nine numbers are associated with trelable
fractionatable components and vary from 1 to 9each of the nine components available for modeln&GT-
FAST. The first nine commas indicate divisionswestn modules; two sequential commas with no numbers
between them indicate an empty (nonexistent) mod@ienilarly, the second nine numbers in the striefgresent
modules as they are to be placed in launch verade,the second nine commas indicate divisionsdmvwaunch
vehicles. GT-FAST then translates this string ithi® input matrices described in Part 1 of thisgpafne resulting
matrices for PF0248 are shown in Figs. 21 andQ@2&ce the string has been read into GT-FAST, thegioutines
execute as described in Part 1. For the trade slisdussed next, this process is repeated in @mmated fashion
for each string in the list of SEDs to be evaluated
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ARCHITECTURAL

MNumber of Modules 3 Consistency Check

Fayload1 Fayload 2 Fayload 3 247 Comm 1 247 Comm2  High B'w 1 High B &
hodule 1 P
hWodule 2 F F
hWodule 3 F F
hWodule 4 F F
hWodule 5 F F
MWodule B F F
MWodule 7 F F
hWodule & F F
Wodule 3 F F

Cregte thiz Architecturel
Figure 21. Input Matrix Mapping of Components to Modules for PF0248.

Murnber of Launches 2 Launch Consistency Check

LN W LW 5 LV B 4 W W
hodule 1 0 N N N N N N N
hWodule 2 (0] N N N N N N N
hWodule 3 N N N N N N N N
hWodule 4 N N N N N N N N
hWodule 5 N N N N N N N N
MWodule B N N N N N N N N
MWodule 7 N N N N N N N N
hWodule & N N N N N N N N
Wodule 3 N N N N N N N N

Tot. Launch Mass (kg) 34045 135.52 0.00 0.00 0.0o0 0.00 0.0o0 0.00 0.00
Launch Cost ($FY03M} 22.00 22.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 22.  Input Launch Manifest Matrix for PF0248.

VII.  Defining Output Metrics

As mentioned earlier, key information output by GAST for each point design is a mass, power, arsti co
budget for the cluster and for each module in tluster. In addition, crucial to the evaluation asedection of
potential F6 designs is the output of user-defimesdrics that characterize performance attributiesthe present
trade study, sixteen objectives are used in thesasgent of potential designs, only one of which sdandard GT-
FAST cost, mass, or power output. Five of thegeabives are described in depth here.

A. Ability to Achieve Incremental, Independent-Order Launches

One objective of the F6 fractionated spacecraftesysconsidered here is demonstration of the abiftyhe
design to accommodate incremental buildup in cdipabind independence of launch ordeThis objective, named
O, is directed toward allowing System F6 to dematstattributes of flexibility and responsivenesst timay be of
interest to future customers of fractionation.

To capture the performance of a particular desigh vespect to this objective, quantified is thener of
unique orders in which a given design can be laethahith the restriction that the launch order rmadtlaunch a
payload before an SSR, MDP, and high-bandwidth diowrnit are already on-orbit (or contained in tseme
launch as the payload). This restriction is hermed the “functional payload rule” and resultailaunch order not
being counted unless payloads can be operatioral threy reach orbit. The more usable launch orithertsexist
for a design, the greater its score is accordirtgisoobjective.

To illustrate more clearly how this objective isygquuted, Fig. 23 shows the two possible launch eréerthe
PF0248 example design. In this case, the laundér @n the left is not counted toward thg S8ore since both
payloads are launched before an SSR is availabt®twh However, in the launch order on the right payloads
can begin operations soon after launch since the I8 been pre-launched. Thus, the score for BFDRthis
category is @= 1. This value is actually the median scoreafbB,190 designs in the trade study; the meansis O
1.54, the minimum is £= 0, and the maximum iss& 72 (for the fully fractionated design).
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Violates Func. Payload Rule Does Not Violate Func. Payload Rule

Launch 1 - Launch 1

24/7 |HBW Launch 2

Launch 2 SSR .

Figure 23.  Application of the Q; objective on PF0248.

B. Short Time to Operational Capability

Another objective of interest, named, @ minimization of the time required to reach mati®nal capability for
the F6 system, constrained by the requirementtiteafirst launch be within four years of progrararét  This
objective is quantified by counting the minimum rienof launches required for a given design toheacinitial
operational capability with one or more payloadthaiit violating the functional payload rule mengdnin Sec.
VII.LA. A low score for Q is desirable, and this imposes an inherent pemwaltiiighly fractionated designs. For
example, in a fully fractionated design where eachlule is launched separately, the minimum numbkumches
is four. The score for PF0248 is © 2 (both launches must take place for operaticaghbility to be reached).
The median score for all 3,190 designs is=2, the mean is £©= 1.84, the minimum is O= 1 (for example, a
monolith), and the maximum is;& 4 (e.qg., for fully fractionated designs).

C. Relevance to Prospective Fractionation Customer

A third objective of the F6 demonstration programad demonstrate the relevance of the fractionspedecraft
approach for future users. Since these futuresusiressentially be providing payloads, it isseaable to believe
that the most relevant design to them would bewitie a dedicated payload module (in other worddesign in
which the payload is alone in its own module, wilie other supporting components in one or moreragpa
modules). This notion gives rise to a third ohjext quantified through objective ;6) which is the minimum
number of non-payload components accompanying &adyfor a given design. This effectively captutke
degree of payload isolation, andsQaries from @; = O (for designs incorporating a dedicated payloatiule,
such as PF0248) to,©= 4 (for example, for monoliths), where low valaes preferable. The median value gf O

Fokkk

for all 3,190 designs is©®= 0, and the mean is;©= 0.36.

D. Ease of Accepting New Components

A key flexibility-related metric is the ease witthish new components can be added to the clustee désire
to launch a new component may stem, for exampben increases in market and capability demand aiteditity
of technology upgrades and enhanced capabilitiedesrable characteristic is for the cost of addihgse
components to be low.

The metric chosen here to represent the ease wiithva design accepts new components is the avecsg®f
adding or replacing a component of the clusteris Tietric, named @ or Cauarepiace @S defined in Eq. (7), considers
the fact that a given single componérdan be added to the cluster in one of two prdctiess. First, the user
could choose to launch the needed component asfpantnodule that is a duplicate of one that isady on-orbit.
This strategy takes advantage of the fact thatesearch, development, test, and evaluation (RDT&fs)s are
incurred since the module has already been mamuéatbefore. The cost to implement this optiorefected as
Ci edsiing IN Eq. (7). The second option for the user isitoply launch a module with the single componethiat is
needed (for an example of a single-component mpdekeModule #3 in Fig. 16). This strategy tak®smatage of
the low cost associated with a small, single-conepbmodule but has the disadvantage that, unlesstdule had
been developed for the original cluster, RDT&E saste incurred. The cost of this optiorCigparate IN EQ. (7).

Fokkkk

This is an interesting result, since it highligkite fact that over 50% (actually, 71%) of the B,J#ssible
designs have the characteristic of payload isaidiie., a dedicated payload module).
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The Cuarepiace Metric is based on the idea that a us
would prefer the lowest-cost option when it comes
adding or replacing a single component. Howeviages
it is not obvious which components will require ida
or replacement in the future, the average is takem all
the n possible components of the lowest-co
addition/replacement options. This is reflectedEm (7),
and this metric is evaluated in GT-FAST for eactthsf
3,190 designs considered. These can be formedain
histogram, shown in Fig. 24. In this particulaolgem,
the miNiMuMCaggrepiace is $42.5 million and the maximurr
is $83.5 million, with a median of $52.2 milliorif only
this objective were considered, a fully-fractiormbtiesign
(consisting only of single-component modules) woldd
optimal since each single-component module is p
developed.

C

add / replace =

Sk

Zn: min (Ci,separate’ Ci ,existing ) (7)
i=1

E. Robustness to Threats

An important advantage to a fractionated spacecsal
its inherent robustness to external threats. Teegee a
measure of this objective, named;sOa score is

furmber of Designs
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Average Cost of Adding a Cormponent (5FY03M)

Figure 24.  Histogram of Cugreplace Metric.

formulated which reflects the expected degree ui

functionality for the cluster after it is subjeotfailure of an
entire module (which could be caused, for example,
orbital debris strikes or anti-satellite missil¢aaks). For
example, if both payloads are lost when a modulg, then
it is assumed that functionality is effectively aerlf only
subsystem components are lost (for example, the slte
recorder, the high-bandwidth downlink unit, etdhen a
lesser degradation is imposed. When this metric
computed, the loss of each module is consideretieto
equally probable and is equally weighted in deteimng the
expected functionality score after a module failutiee
value of the @ functionality score is always between zel
and unity.

The Qs = 0 value occurs for monolithic spacecra
where the loss of a module is also the loss otthgter. In
this study, a design with ©= 1 is of course never found
the maximum performance value for this objectiv®js =
0.54 for fully fractionated designs with two paylisa This
result itself is quite interesting in that it imgdi that a fully
fractionated spacecraft on average might be exgpetde
retain over half its functionality if a module i®st at
random, which is quite a benefit over a monolith
spacecraft. For this metric, the median and mearew
quite close at 0.42 and 0.41, respectively. Fareace, the
PF0248 design scores rather low in this categoityy ®;s
= 0.23; this is largely due to the placement ohhuayloads
in the same module, since the cluster will haveugity no
functionality if one of the three modules is lost.
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F. Other Objectives

The five quantified objectives above are only exEsp
of the total 16 objectives used in the followingde space
exploration. One of the most obvious objectives r
discussed was total program cost, a histogram o¢hmvis
shown in Fig. 26. Total program cost is a corepoubf
GT-FAST and did not need to be programmed as a u
specific output. Details on the cost estimatiosuagptions
and procedures can be found in Part 1 of this paper

Table 12 summarizes the 16 objectives consider
These objectives were the result of an extens
brainstorming session, and although each is defiveddin
a conceptual and qualitative sense, not all carebelved
guantitatively to a level of fine detail with theziag
information available from GT-FAST. In the caseeajht
objectives, fine resolution is available similar ttee five
described earlier. In the case of four objectivemrse
resolution is given based on qualitative considenat (for
example, programmatic risk is likely correlated hwil
complexity in terms of the average size of modaled the

Murnber of Designs
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number of modules that must be developed, but daete 1]

correlation is unclear at this stage and is dividaty into <00 300 400 500 BO0
categories of low, medium, and high risk). Insuént Program Cost (§FYOEM)
information existed for the evaluation of the finfalur ) ]

objectives, and these were not analyzed. Figure 26.  Histogram of F6 Program Cost.

The rightmost column of Table 12 provides the redat

weighting assigned to each objective based on #mview session using an analytic hierarchy progadsP)

prioritization matrix.

For example, this columnosis that relevance to potential fractionation comcs is the

highest-priority objective. Note that a weightirsgnot given to total program cost because thiseabje will be

displayed separately on the second axis of a P&@tbplot in the trade space exploration; theghiéngs shown
here will only be used to aggregate all non-cogéailves into a single “performance” or “effectivess” score.
Also note that the fact that four objectives areegnlvable at this stage is accounted for by giuiegtical scores to

every design in those categories (i.e., not bygagsy a weight of zero).

Table 12. Summary of the 16 objectives considered for this &de space exploratior

Objective : Weighting
NG, Name Resolution (x 100)
1 Availability Not Available 1.4
2 Ground Signature Minimization Coarse 3.5
3 Payload/Mission Performance Coarse 4.3
4 Low Total Program Cost Fine N/A
5 Low/Diversified Programmatic Risk Coarse 51
6 Ability to Achieve Incremental, Independent-Ordeunches Fine 1.9
7 Short Time to Operational Capability Fine 15
8 System Longevity Not Available 4.5
9 Manufacturability & Testability Fine 4.7
10 Ease of Accepting New Components Fine 7.5
11 Ease of Changing Cluster Configuration Not Aafalie 8.4
12 Reprogrammability & Functional Reconfiguration otMwailable 11.1
13 Relevance to Potential Fractionation Customer neFi 13.2
14 Robustness to Failure Coarse 12.7
15 Robustness to Threats Fine 6.0
16 Extensive Technology Demonstration Fine 10.3
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VIIl.  Visualizing the Trade Space

Having computed the sixteen metrics shown in TaBléor each of the 3,190 designs in the definedetispace,
the problem exists of how to filter and plot thegalin a way conducive to selecting desirable dessaénd observing
trends. A multitude of techniques exist, and bynmeans are the methods presented here the onlypossible.
However, we have found these to be intuitive arigftketo the exploration of the F6 trade space.

The approach of this analysis makes extensive uBareto frontiers (or fronts), which allow for rd#ication
of non-dominated solutions in an objective spate.the representations that will be shown, eachgdewill be
represented by a point whose coordinates are tlhies/af two objectives associated with the desighe Pareto
front is the set of points which are non-dominatedhe objective space (i.e., at a non-dominateidtpd is
impossible to find another design that improve®hbjéctives simultaneously). This approach hasth@ntage that
it helps narrow the trade space significantly avalds the naming of a single optimum solution, Whixy definition
does not exist for a multiobjective problem. Kaprovides helpful visualizations which allow itiéination of the
“knees” of Pareto fronts, if they exist.

One disadvantage of Pareto fronts is that theykijuliecome unwieldy and difficult to visualize &etnumber
of objectives being tracked increases past twoovescome this limitation, the second part of #mslysis uses the
Technique for Order Preference by Similarity toald8olution (TOPSIS) to aggregate all non-cost @bjes into a
single “performance” or “effectiveness” metric (fsgous to the effectiveness parameter in the tdoggdrontier
approach of Ref. 31). Although there are alwaystéitions whenever multiple objectives are combiimtd a single
metric, we find this useful in identifying sevetaghly desirable designs. It is worth noting thatvhere in this
analysis do we identify a definitive optimum desidme to the multiobjective nature of the problene; it our
discussion to noting several promising designs enplortantly, the relevant characteristics comnwthem.

A. Basic Two-Objective Pareto Fronts

1. Minimum Launchesto Operational Capability vs. Feas ble Launch Combinations

Figure 27 shows an interesting Pareto frontiehim @ vs. Q objective space. Recall that @presents the
number of feasible launch combinations (i.e., trtbs¢ do not violate the functional payload ruledl &; represents
the minimum number of launches required for ariaghdperational capability. The user would prdfemaximize
Os and minimize @ all other things being equal, so the ideal sotutiould be in the bottom right corner of Fig. 27
and the Pareto front (the red line) has a posgiope. In part, what this Pareto front indicaethe inherent design
trade between maximizing the number of possibledhuorders and minimizing launches to initial opieral
capability. If the designer wishes to have opergti capability after one launch, it is impossitdeachieve more
than three feasible launch orders. If the desigrighes to be able to choose from 72 possible landers, then
the minimum launches to initial capability cannetless than four.

Recall also that each blue “x” in Fig. 27 represeatdesigii!™™" Thus, this allows for the identification of
designs on the Pareto front (also called Paretiorapsolutions). At the location marked as A iig.R27, 30 designs
exist which have three feasible launch combinatmmd a single launch for initial operational capighi One of
these designs is PF0031, shown in Fig. 27. Thssgdegroups all essential components into a singbelule
launched on a dedicated launch vehicle (allowingtli@ single-launch initial capability) and the @&@ning two
components on their own dedicated modules, eaulizch having their own dedicated launch vehicléo(@ing for
multiple feasible launch combinations). At theestlextreme, at the location marked as D in Figsi&the fully-
fractionated design with six dedicated launche® (thaximum possible), allowing for the maximum ploesi
feasible launch orders but simultaneously requigihgpast four launches for an initial operatiocapability. The
progression from A to D can be seen in examplegdssat locations B and C as shown in Fig. 27. Heére
usefulness of the Pareto front approach shouldds o that it identifies the set of best designdesigner could
choose; if a designer were only interested in tea@ Q objectives, he should choose one of the designs (a
indicated by Fig. 27) at the A, B, C, or D locagon

2. Ease of Accepting New Componentsvs. Total Program Cost

Figure 28 shows a particularly interesting Parepatfer in the @ vs. Q, objective space. Recall thag 8 the
total program cost andQis the average cost of adding or replacing a corapbof the cluster. The user would
prefer to minimize both ©and Q, all other things being equal, so the ideal sotutivould be in the bottom left

" For the discrete outputs of Fig. 27, many différdesigns might have the same combination gt G, so
the “x” marks overlap and 3,190 distinct marksrasevisible.
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corner of Fig. 28 and the Pareto front (the red)limas a negative slope. In part, what this Pdreid indicates is
the inherent design trade between minimizing thtaltprogram cost and minimizing the average cost of
replacement; that is, an additional investment rbesmade up-front in the form of total program dbshe user
wishes to reduce the cost of replacement.

Recall also that each blue “x” in Fig. 28 represeatdesign, again allowing for the identificationRareto-
optimal designs. At the location marked as A Besonolithic spacecraft design that excludes Phg (hore
massive and more costly paylodtfj:* Design A has a very low total program cost bebdias the highest average
cost of adding a component since the addition @braponent requires the launch of a new monolithacecraft.
For the small added cost of an intra-cluster wa®lanit (i.e., the creation of a “fractionatabledmolith), Design B
has a $20 million reduction in the average cosidifing a component since the option exists to semall single-
component modules instead of a new monolithic spafte Design C is interesting because it liea &ery distinct
“knee” on the Pareto front and has both a low papgicost and low average component replacement ddss
design fractionates the payload and solid staterdec each into single-component modules but perthi¢ 24/7
communication unit, high bandwidth downlink unifidamission data processor to remain in the sameilmpthis
particular compromise between the economies ofesoélthe traditional monolith and flexibility of éhfully
fractionated spacecraft presents an appealingrdésio the perspective of objectiveg @hd Qo. Designs D and
E, each of which is fractionated among more modutes Design C, have slightly lower costs of adding
components but are significantly more expensiveeteelop and field.

B. Pareto Fronts involving TOPSIS Scores

In contrast to Figs. 27 and 28, which considerdyg two objectives at a time, Figs. 29 and 30 agaregll non-
cost objectives into a single score and plot thges against total program cost for each of th@@designs. To
create this score, the TOPSIS multi-attribute decisnaking technique is used, and objective weingjgtiare taken
from Table 12. As a result, the designs that wdl identified on the Pareto fronts in Figs. 29 &ftdare
predominantly “compromise” solutions that performlin many categories but perhaps are not the ibeahy
single category.

The Pareto front in Fig. 29 exhibits several indérg characteristics. The lowest-cost design,nieaolithic
spacecraft carrying only PL2 as a payload, ancth@r$’areto front in the bottom left. The desigthwvtihe highest
TOPSIS score, the fully fractionated design witdidated launches and both payloads, anchors thetdfaont in
the top right. Interestingly, the TOPSIS scoreéases dramatically at a program cost about $1@®m#bove the
anchoring monolithic spacecraft; the design atkiiiee of this segment of the Pareto front is PL287B2 a three-
module design in which all three modules launchirensame vehicle. To the right of PL2-PF2874 atelssigns
that offer incremental improvements in TOPSIS sdoresignificant increases in program cost. Théssigns can
be grouped into two families of designs, as oudibyg red and blue boxes in Fig. 29. Each family Aa&common
module configuration and has variations only in thanber of launch vehicles. The final two Pargttiroal
designs are fully fractionated designs which offigmnificant TOPSIS score increases (and value @octistomer)
but at significant costs. One remark to make igtgbint is that Fig. 29 has effectively narrowbe trade space of
3,190 designs to just eleven designs (a reductianfactor of 290).

One limitation of the Pareto-optimal designs idéedi in Fig. 29 is that many of them (particulathe lower-
cost options) are single-launch solutions, whichbpbly do not meet the expectations of DARPA fog #6
program. Another limitation is that most of thdareto-optimal designs include only a single pajjamnother
attribute that probably does not meet DARPA’s exons. Figure 30 shows the results of filtermg these
undesirable cases, i.e., cases with only one laanchnly one payload. The resulting Pareto frantshifted
somewhat to the lower right compared to the firshf, and a major difference is that the lowest-opsion is now
above $300 million, whereas it was about $250 orillin Fig. 29. This lowest-cost option is PFO730two-
module, two-launch design, and the highest-TOP8tBesdesign remains as the fully-fractionated desigth
dedicated launches. An interesting knee in thiwewccurs at a cost of $340 million: The PF0248igh, the
example design carried through examples earliethia paper, is a two-launch solution with the digant
advantage of a module dedicated only to carryindopas, meaning PF0248 performs well in the heawvidyghted
category of relevance to potential fractionatiostomers. PF0248 also has average performance/énasether
categories and, along with a low cost, makes arealpy option. Significantly, PF0248 is identitalthe PL2-
PF2874 design at the knee of the curve in Figx2@pm that (1) PF0248 includes both PL1 and PL2(2h&F0248

¥ |n fact, the three designs that can be seen wittplacement cost above $75 million are the threaatiths
(one with PL1 only, another with PL2 only, and thied with both PL1 and PL2).
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launches on two launch vehicles instead of onees&Hdifferences are identical to the constrainfsosad on Fig.
29 toresult in Fig. 30, and so it is interestihgttthe design at the knee of the Fig. 29 Parett fs nearly the same
as the design at the knee of the Fig. 30 Paretd.frégain, however, it is not claimed that PF02¢8he “best”
design since Fig. 30 shows that higher TOPSIS scare possible with the expenditure of additiomalds on the
total program cost; the designs that achieve thégleer scores gradually consist of more modules rziode
launches, eventually leading to the highest-scdiillg fractionated design mentioned earlier.
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IX.  Summary and Conclusion of Part 2

Part 2 of this paper has presented the applicatiaihe Georgia Tech F6 Architecture Synthesis T(@r-
FAST) to the exploration of the System F6 tradecepaCombinatorial analysis of the architecturatlér space itself
was presented, providing a theoretical contributipplicable to future analyses and clearly showiregexplosion
of the size of the trade space as the number ofidreatable components increases. Several outettias of
interest to this study were defined, and next Bafreints were used to visualize the trade spadee fifst set of
these Pareto fronts allowed direct visualizatioromé output against another, and the second setriesl cost on
the horizontal axis and on the vertical axis a T{3RS®ore aggregating the performance charactexisti¢5 of the
16 objectives. These techniques allowed for themtification of a handful of Pareto-optimal designem an
original pool of 3,190 designs.

A. Selecting a Design

Some of the most interesting and practical conohssare derived from the Pareto fronts in Figsa2® 30. In
both of these figures, there are large gains in SISRcore (which can be considered a performane#estiveness
metric) associated with small increase in prograst above the minimum-cost design. This is espg@sident in
Fig. 29. Following this initially steep rise isshallow-slope region extending for $100-150 millibefore the
Pareto front slope becomes steeper again as thplexomand costly fully fractionated designs are apphed. In
this shallow-slope region, complex interactionssexdmong the various low-priority objectives to masome
designs marginally more preferable than othersthia region, many designs have similar overall grenfince
characteristics and designs are thus more diffitultistinguish on this basis, particularly considg that the
objective weightings (see Table 12) are likely ¢oalb least moderately dependent on the customer.

Perhaps one of the more appealing designs is PF24&nee of the Pareto front in Fig. 30 (a desigich is
also related to the PL2-PF2874 design at the kmdgg. 29). PF0248 is a two-launch design with sfgmificant
advantage of a module dedicated only to carryingopas, meaning it performs well in the heavily-gigied
category of relevance to potential fractionatiostomers. PF0248 also has average performance/énasether
categories and, importantly, has one of the loywssgram costs.

Additionally, regardless of decision-maker prefeenfor any particular design, this analysis hggurad the
competing effects associated with increasing theber of launches for a particular architecture. ilgVithe
additional launches are desirable in order to destnate the ability to field the architecture incesrtally and on
launches that are order-independent, they alse@aser the time it takes to finish fielding the systas well as
increase cost. This analysis has also capturegdteatial advantage to dedicating one or moredaes to modules
containing components nonessential to initial opemal capability, such as a second payload or 24/7
communications unit. A strategy such as this aldmitial operational capability to be reached isirgle launch
(for example, if all essential components are @nfittst launch) while also providing other launclassopportunities
to demonstrate the ability to add infrastructurenponents or payloads. However, this analysis Isxsravealed
that decisions such as this must be traded agaitsttial cost and flexibility implications; in trease of PF0248,
had the 24/7 communication unit been placed in dicdéed module instead of the SSR, the total progeast
would have been $50 million higher and the aver@gt of adding a component would have been $7anitiigher.

B. Potential Future Work

A number of avenues for future follow-on work exigtirst, the combinatorial analysis presented leneot
easily applicable to scenarios with complex comstsgtheDg + Ds + Ds scenario here was relatively simple), and it
also overcounts the number of possible design&afdomponents are not distinct (e.g., if there werde two
indistinguishable SSRs in a cluster). Second,ribgss of whether a combinatorial theory is ava@db count the
number of possible designs, the task still existsaw to efficiently enumerate them; the algoritilhastrated by
Fig. 20 works quickly for relatively small valuetN but quickly becomes time-consuminghcreases.

In terms of the trade space exploration procekgl@iul next step would be the analysis of a caised Super-
SEA withN > 6 (perhaps at abodit = 9) to allow consideration of redundant composerilong with this should
come refinement of the objective weightings andssessment of the sensitivity of the TOPSIS-baseet®fronts
to these weightings (the pure two-objective Paftetiots in Figs. 27 and 28 are of course unaffecté)other area
of future work is the refinement of the objectivetnics themselves and increased resolution onlijeetives listed
with “Coarse” or “Not Available” resolution in Tadbl12.

Overall, this paper has contributed theoretical pratttical processes and results toward the systzatian of
future decision processes for fractionated archites. All of the processes and theoretical dgreknts here are
applicable to future fractionated architecture gsed and decision processes, and the data genbexegresents
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some relevant and interesting conclusions for gmiqular case of the System F6 demonstrator spafteclt is
hoped that the ideas presented here find use wijineers and decision-makers considering fractemhaystems in
the future.
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