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#### Abstract

In this investigation, a parametric study for the preliminary design of an Earth atmospheric dust collection and recovery mission has been conducted. The scientific goal of this mission is to sample and recover mesospheric dust and particulate matter. Suborbital flight trajectories, vehicle configurations, and deceleration technologies were analyzed using conceptual models. The trajectory is shown to be driven by the science objective (sample collection at 45 km to 85 km in altitude) and the target dust and particulate matter size. Preliminary vehicle configuration results indicate an insensitivty to landing dispersion and show a spacecraft-dependent relation to total heating. From the initial results, the design space is pruned and three reference mission architectures are defined-one which utilizes a standard disk-gap-band parachute and two that utilize supersonic inflatable aerodynamic decelerators. With use of the inflatable aerodynamic decelerator, drag modulation is shown to be able to reduce the landed uncertainty in downrange by approximately 6.8 km at the $95 \%$ confidence level.


## Nomenclature

| $C_{D}$ | = coefficient of drag |
| :---: | :---: |
| $C_{D 0}$ | = DGB drag coefficient |
| $C_{X}$ | = drag coefficient correction factor |
| $k_{s}$ | $=$ Sutton-Graves constant, $\mathrm{kg}^{1 / 2} \mathrm{~m}^{-1 / 2}$ |
| M | = Mach number |
| n | = inflation power constant |
| $q$ | $=$ dynamic pressure, Pa |
| $\dot{q}_{s}$ | $=$ stagnation point heating rate, $\mathrm{J} / \mathrm{cm}^{2}$ |
| $r_{n}$ | $=$ stagnation point radius, m |
| $\rho$ | = sea level atmospheric density, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $S_{0}$ | = reference area, $\mathrm{m}^{2}$ |
| $t$ | $=$ time, s |
| $t_{S I}$ | $=$ inflation start time, s |
| $t_{F I}$ | = time at full inflation, s |
| v | $=$ velocity, $\mathrm{m} / \mathrm{s}$ |

## I. Introduction

The mesosphere which ranges in altitude from 45 km to 85 km has been a region of scientific interest for decades. Scientific estimates predict between 10 and 100 tons of meteoric material, micron to nanometer in size, enters the Earth's atmosphere per day. ${ }^{1,2}$ These particles have been linked to polar summer mesospheric phenomena such as noctiluent clouds and polar mesosphere summer echoes. ${ }^{3,4}$ Also known as meteoric smoke, mesospheric dust has been implicated in other atmospheric processes such as the production of nitric acid, ${ }^{5}$ the removal of $\mathrm{HNO}_{3}$ from the lower stratosphere, which alters ozone chemistry, and the condensation of sulphate aerosols in the stratosphere. ${ }^{7}$ Various origins of the dust present in the mesosphere exist, including 2-5\% of the matter which is estimated to have originated from intersteller space. ${ }^{8,9}$ The composition and conditions of particle genesis of meteor smoke is highly sought after to further refine the scientific theories and models of the aforementioned atmospheric processes. ${ }^{10}$

[^0]Numerous attempts to capture mesospheric dust for laboratory analysis have been successfully demonstrated. Figure 1 shows historical sample collection campaigns, which began in the early 1960's. These early missions consisted of payload devices such as the Venus Flytrap, ${ }^{11}$ Luster device, ${ }^{12}$ and the ALARR device. ${ }^{13}$ Each device, launched on a sounding rocket, was comprised primarily of contaminant-free flat plate sampling surfaces which were exposed perpendicular to the freestream between the altitudes shown in Figure 1. These devices were limited to capturing micron-sized particles and larger because submicron and nanometer scale particles tend to follow the flow around the payload thus not reaching the capturing surface. ${ }^{14}$ In a continuing effort to examine the middle atmosphere, in situ particle measuring payloads were developed in the late 1980's and 1990's such as DROPPS, TURBO, MIDAS, Mini-MIDAS, and Mini-Dusty. More detailed information regarding in situ measure payloads and campaigns can be found in Refs. 15-18.

Within the last decade, there has been a renewed effort to capture mesospheric dust. The MAGIC (Mesospheric Aerosol - Genesis, Interaction and Composition) device was developed and flew its maiden flight early in 2005. This device, which has flown on all major mesospheric sounding rocket campaigns since 2005, specifically targets the nanometer scale meteoric particles that reside in the mesosphere. More detailed information regarding this payload device and its performance can be found in Refs.19-21.


Figure 1. Altitude range for previous sample collection missions conducted on sounding rockets.
This study asseses a broad range of potential mission concepts and provides multiple reference architectures for mesospheric dust sample collection and retrieval, with an emphasis on precision recovery. Architecture trades span the launch vehicle, trajectory, sample collection system, bus geometry, and recovery system. The bus concept is formulated around three vehicle geometries including a standardized three-unit (3U) cubesat, a conventional sounding rocket payload, and a blunt body configuration. Supersonic aerodynamic decelerators and guided subsonic parachutes are considered as components of the recovery system. The effect of using drag modulation to control the downrange terminal state dispersion is investigated.

The analysis conducted in this study is broken into two phases: 1) an initial bounding analysis to characterize the tradespace, and 2) a more comprehensive end-to-end analysis to develop reference architectures. Utilizing a rapid conceptual design tool, the Planetary Entry Systems Synthesis Tool (PESST), ${ }^{29}$ the bounding analysis systematically sweeps the design space to identify limiting cases. Physical constraints such as maximum altitude, sensed g's, and aerothermodynamic constraints are applied to the bounding analysis results to prune the design space for further investigation. The launch vehicle and ascent phase of mission architecture were included in the the end-to-end simulation. A Monte Carlo analysis was conducted in the end-to-end analysis framework to evaluate the precision capability of drag modulation using an inflatable aerodynamic decelerator as a means of drag modulation.

## II. Mission Architecture

## A. Requirements Definition

Table II below details the mission statement (MS) and primary mission objectives (PO) to be met by this mission.
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Table II. Mission statement and mission objectives.

| Statement ID | Description |
| :---: | :--- |
| MS-1 | Provide a cost-effective and reliable method of acquiring samples of matter, including particles <br> and dust, from Earth's mesosphere and returning them to Earth's surface |


| Objective ID | Description |
| :---: | :--- |
| PO-1 | Obtain a scientifically significant sample of matter (particles and dust) from Earth's mesosphere <br> $(45-85 \mathrm{~km})$ for analysis. |
| PO-2 | Return the collected matter from Earth's mesosphere safely to the surface of Earth for recovery <br> and analysis. |

## B. Design Space

There are several architectural trades associated with capturing dust particles in Earth's mesosphere and returning them to the surface. These trades are shown in Table III where items shown in grey are captured in the bounding analysis of this investigation and italicized items are traded in the end-to-end analysis. The maximum payload diameter of the available sounding rockets imposes a 16 -inch maximum diameter constraint on the vehicle payload. This allows for direct integration of the sample collection device with the sounding rocket. For the delivery velocities, it is assumed the system will remain suborbital.

In this initial bounding analysis, four velocities were considered, $2 \mathrm{~km} / \mathrm{s}$ through $5 \mathrm{~km} / \mathrm{s}$ in increments of $1 \mathrm{~km} / \mathrm{s}$, with the upper velocity representing the maximum velocity the sounding rockets under examination (Improved Orion, Terrier-Improved Orion, and Terrier-Improved Malamute) can reasonably provide. ${ }^{30}$ To assess the impact of vehicle configuration, three different outer mold lines (OMLs) for the vehicle's bus are considered. A 3U cubesat bus provides a commercial-off-the-shelf-option, whereas the cylinder is the more typical custom payload bus design for sounding rockets. A conventional shape for Earth entry systems, the $60^{\circ}$ sphere cone, is also examined. In addition to vehicle shape, aerodynamic decelerators of varying types are examined across a wide range of conditions for improvements to the mission design. ${ }^{31,32}$

Table III. Mesospheric dust sample collection design space.

| Configuration OML | 3 U Cubesat | $60^{\circ}$ Sphere Cone | Cylinder |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Delivery Velocity | $2 \mathrm{~km} / \mathrm{s}$ | $3 \mathrm{~km} / \mathrm{s}$ | $4 \mathrm{~km} / \mathrm{s}$ | $5 \mathrm{~km} / \mathrm{s}$ |  |
| Delivery Altitude | <50 km | $50-85 \mathrm{~km}$ | $>85 \mathrm{~km}$ |  |  |
| Sample Collection | Before Decelerator <br> Deployment | While Decelerator <br> Deployed |  |  |  |
| Hypersonic Decelerator | Attached Rigid | Attached Inflatable | Trailing Inflatable | None |  |
| Hypersonic Decelerator <br> Deployment | Immediate | Delayed |  |  |  |
| Supersonic Decelerator | Attached Rigid | Attached Inflatable | Trailing Inflatable | Parachute | None |
| Supersonic Decelerator <br> Deployment | Immediate | Delayed |  |  |  |
| Subsonic Decelerator | Attached Inflatable | Parachute | Same as <br> Supersonic | None |  |
| Subsonic Decelerator <br> Deployment | Immediate | Delayed |  |  |  |
| TerminalDescent | Guided | Ballistic |  |  |  |
| Landing System | Impact | Air-Snatch |  |  |  |

Figure 2 shows a typical mission profile with alternative design options along a generic trajectory. Stage 1 consists of the launch of the sounding rocket. The payload and sounding rocket ascend along the trajectory during Stage 2. For scientific reasons, despinning of the payload is desired before sample collection. This is accomplished in Stage 3. Stage 4 consists of mesospheric dust sample collection, either with or without a deployable. Upon completion of the sample collection phase, payload recovery begins, either with or without a deployable decelerator. Stage 5 encompasses the terminal recovery stage. Depending on the needed landing precision, various options for terminal descent include continuing to utilize the deployable, an air-snatch system, a subsonic parafoil, or no system at all.
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Figure 2. Mission architecture profile with alternative design options.

## 1. Bus Configuration

Three vehicle bus configurations were considered in the initial bounding analysis (Figure 3). The 3U cubesat was selected for its standardized bus structure with dimensions of $0.1 \mathrm{~m} \times 0.1 \mathrm{~m} \times 0.3 \mathrm{~m}$. A $60^{0}$ sphere cone configuration was also considered as a blunt configuration which has flight heritage at Earth (e.g., Stardust). ${ }^{33}$ To maintain consistency with the cubesat, a reference area of $0.01 \mathrm{~m}^{2}$ was enforced on the sphere cone. Typical payload configurations for the launch vehicles under consideration utilize a cylinder with a diameter of 0.356 m and a length of 1.22 m .
 Figure 3. The (a) 3U Cubesat, (b) $60^{0}$ Sphere Cone, and (c) Cylinder configurations considered.

The sample collection mechanism was assumed to be a container fitted with Aerogel pucks. Aerogel was proven as a viable medium for capturing high velocity particles in outer space on the Stardust mission ${ }^{34}$ and could be implemented for sounding rocket particle capturing. The detailed design of the sample collection device is outside the scope of this study. For a generic sampling device, the Aerogel would be exposed to the freestream during the sample collection phase. After sample collection, the containment device would seal the Aerogel pucks, preventing the samples from being contaiminated during recovery. The bounding analysis does not examine the sample collection phase in detail, but the end-to-end analysis includes an analysis of the quantity of samples that can be collected.

## 2. Decelerator System

The three bus configurations shown in Figure 3 were combined with various deployable decelerators shown in Figure 4. Unique rigid deployables were examined for the cubesat and the cylinder. Using the aerodynamics
modeling described in Section III.A., the drag coefficients were calculated for the rigid deployed cubesat and cylinder using referencs areas of $0.13 \mathrm{~m}^{2}$ and $0.965 \mathrm{~m}^{2}$, respectively, at zero angle of attack ( $\mathrm{C}_{\mathrm{L}}=0$ for all cases). Both of these deployable configurations provide the opportunity to implement unique decelerator technologies specific to their bus structures. Two other decelerators, a tension cone inflatable aerodynamic decelerator (IAD) and a parachute were also incorporated into the trade space. ${ }^{32}$ The tension cone, sized from experimental wind tunnel testing articles used in Ref. 35, with a diameter of 0.6 m and 0.3 m were applied to the cubesat and sphere cone, respectively. Vehicle reference areas between the cubesat and the cylinder were used to scale the tension cone diameter for the cylinder to 0.9 m . The disk-gap-band (DGB) parachute was sized to 0.7 m in diameter for all three spacecraft configurations by using Viking-heritage vehicle-diameter to parachute-diameter ratios. ${ }^{36}$ Use of a precision-guided lifting parachute was also considered to reduce landing dispersions.


Figure 4. Deployable decelerator considerations which includes (a) Rigid Deployable for Cubesat, (b) Rigid Deployable for Cylinder, (c) Tension Cone IAD, and (d) Disk-Gap-Band Parachute.

## III. Modeling

For the bounding analysis, trade studies for each candidate architecture were performed via numerical simulation using conceptual design tools integrated within a multidisciplinary design framework using PESST, a conceptual design tool for entry systems. ${ }^{29}$ The components of this framework allow for integrated analysis of system aerodynamics, the trajectory, and the heating characteristics. In addition, analysis of the decelerator system and subsonic parachute is enabled by this framework. This multidisciplinary environment enables simultaneous evaluation of the candidate architecture's performance in terms of mass at both the system and component level as well as trajectory dependent characteristics (e.g., landing accuracy and heating).

An event-based simulation including the launch phase was used in the end-to-end analysis. Primary inputs to this simulation environment include aerodynamic databases, launch vehicle performance, payload mass, deployable decelerator type and deployment conditions. This higher-fidelity analysis allows time dependent output including sampling time, trajectory range, sample mass flow, number of particles (based on dust particle profiles published by Hunten, et al. ${ }^{37}$, dynamic pressure, heating, and state data (e.g., altitude and velocity).

## A. Aerodynamics

## 1. Bus Aerodynamics

For the bounding analysis, Modified Newtonain aerodynamics was utilized to estimate hypersonic aerodynamics. ${ }^{31}$ Results were generated with a first-order industry standard tool, the configuration based aerodynamics (CBAERO) tool. ${ }^{39}$ In this conceptual study, the center-of-gravity is modeled along the axis of symmetry such that the vehicle trims at a $0^{\circ}$ angle of attack. Table IV summarizes the vehicle aerodynamics used in the bounding analysis. The end-to-end analysis incorporated more detailed drag coefficients as a function of Mach number. The drag coefficient values as a function of Mach number for the bulbous sounding rocket payload fairing was estimated to be similar to that of the 5.56 mm BRL-1 ballistic projectile ${ }^{40}$ and reference literature was used for the cylindrical bus structure. ${ }^{41}$ Figure 6 below shows their respective drag profiles where the reference areas used were 0.1276 and $0.099 \mathrm{~m}^{2}$, respectively.

Table IV. Bounding analysis vehicle aerodynamics.

| Vehicle | Reference <br> Area $\left(\mathrm{m}^{2}\right)$ | Coefficient of Drag <br> $\left(\mathrm{C}_{\mathrm{D}}\right)$ |
| :---: | :---: | :---: |
| 3U Cubesat | 0.010 | 1.988 |
| $60^{0}$ Sphere Cone | 0.010 | 1.564 |
| Cylinder | 0.025 | 1.988 |

## 2. Decelerator Aerodynamics

The various decelerators and their respective aerodynamic input parameters are summarized in Table V. Mach dependent aerodynamic data, as shown in Figure 7, was used.

Figure 6. Mach dependent aerodynamics for the
sounding rocket and cylindrical bus structure. ${ }^{40,41}$ sounding rocket and cylindrical bus structure. ${ }^{40,41}$

Table V. Decelerator aerodynamics parameters.

| Decelerator | Input Parameters |  |
| :---: | :---: | :---: |
|  | Diameter <br> $(\mathrm{m})$ | Reference Area <br> $\left(\mathrm{m}^{2}\right)$ |
| Rigid Deployable (Cubesat) | 0.70 | 0.13 |
| Rigid Deployable (Cylinder) | 0.63 | 0.97 |
| Disk-Gap-Band Parachute | 0.70 | 0.13 |
| Stock DGP Parachute | 8.5 | 56.7 |
| Tension Cone |  |  |
| Cubesat | 0.30 | 0.07 |
| Cubesat | 0.60 | 0.28 |
| Cylinder | 0.90 | 0.64 |



Figure 7. Mach dependent aerodynamics for deployables.

## B. Trajectory

A three degree-of-freedom simulation was used to determine the trajectory. For the bounding analysis, a fixedstep, $4^{\text {th }}$-order Runge-Kutta algorithm was used with 0.1 s time steps while for the end-to-end analysis an adaptivestep integration scheme was used. For the bounding analysis, a set of planet-relative initial conditions corresponding the beginning of the sample collection phase were propagated until the terminal altitude condition is achieved (either a maximum altitude or minimum altitude). For the end-to-end analysis, the initial state corresponded to that on the launch pad at White Sands Missile Range.

## C. Thermal Response

For the bounding analysis, the Sutton-Graves approximation, as shown in Equation 1 for the stagnation point convective heating was used. ${ }^{42}$

$$
\begin{equation*}
\dot{q}_{s}=k_{s} \sqrt{\frac{\rho}{r_{n}}} \mathrm{v}^{3} \tag{1}
\end{equation*}
$$

Since the sphere cone flies at $0^{\circ}$ angle-of-attack, the stagnation point is taken to be the nose radius of vehicle such that $r_{n}=0.0188 \mathrm{~m}$ and the nominal value of the Sutton-Graves constant, $k_{s}$, is $1.74153 \times 10^{-4} \mathrm{~kg}^{1 / 2} \mathrm{~m}^{-1 / 2}$. As the cubesat and cylinder vehicles have a flat frontal area, an approximation of the effective stagnation point radius is derived by dividing their respective reference area by two. Table VI summarizes the reference areas and stagnation points used in this analysis for each vehicle.

Table VI. Vehicle stagnation radius values.

| Vehicle Bus | Stagnation Radius (m) |
| :---: | :---: |
| 3 U Cubesat | 0.0500 |
| $60^{\circ}$ Sphere Cone | 0.0188 |
| $14 "$ Diameter Cylinder | 0.1778 |

For the end-to-end analysis, regime-dependent heating was determined using CBAERO for each of the vehicle bus configurations as a function of Mach and dynamic pressure.

## D. Drag Modulation

Drag modulation is a drag-only control mechanism which employs a discrete event to alter the drag area of a vehicle. In this study, we refer to this discrete event as the deployment of an inflatable aerodynamic decelerator to control vehicle downrange and dynamic pressure for parafoil deployment. For a more detailed discussion on drag modulation, refer to Refs. 43-44. Figure 8 below shows the notional drag modulation trajectory profile incorporated into the end-to-end analysis for this study.


Figure 8. Drag modulation trajectory profile.

## E. Analyses

## 1. Bounding Analysis

The initial altitude in the bounding analysis was varied between 45 km and 85 km , which corresponds to the altitude regime of the mesosphere. The flight-path angles at the initial state were varied between $0^{0}$ and $15^{0}$. All other variable ranges are illustrated in Table VIII. If modeled in an architecture, the deployable decelerators were initiated at or below Mach 3. Due to packing contraints on the the 3 U cubesat, a maximum payload mass constraint of 10 kg was applied to each vehicle. To account for uncertainty in atmospheric and vehicle drag, off nominal cases were also examined. By incorporating these uncertainities, landing dispersions were examined for each case.

Table VIII. Bounding analysis parameter sweep.

| Parameters | Variable Sweep |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Vehicle | 3U Cubesat | $60^{0}$ Sphere Cone | Cylinder |  |
| Altitude, km | 45 | 65 | 85 |  |
| Velocity, km/s | 2 | 3 | 4 | 5 |
| Flight Path Angle,Deg | 0 | 7.5 | 15 |  |
| Decelerator Type | None | DGB Parachute | Tension Cone IAD <br> Cylinder $=0.9 \mathrm{~m}$ | Deployed Cubesat Deployed Cylinder |
| IAD Diameter, m | Cubesat $=0.6 \mathrm{~m}$ | Cubesat $=0.3 \mathrm{~m}$ |  |  |
| DGB Diameter, m | 0.7 |  |  |  |
|  | DGB (M=1) | DGB (M=2) | $\begin{gathered} \mathrm{DC}(\mathrm{M}=3) \\ \mathrm{DCy}(\mathrm{M}=3) \end{gathered}$ |  |
| Decelerator | IAD (M=2) | IAD ( $\mathrm{M}=3$ ) |  |  |
| Deployment Conditions | DC* (M=1) | DC (M=2) |  |  |
|  | DCy** ( $\mathrm{M}=1$ ) | DCy (M=2) |  |  |
| Entry Mass, kg | 10 |  | +15\% Nominal |  |
| Vehicle C $\mathrm{D}_{\text {d }}$ | Nominal | -15\% Nominal |  |  |
| Atmospheric Density | Nominal | -25\% Nominal | $\underline{+25 \% \text { Nominal }}$ |  |
| *DC $=$ Rigid Deployed Cubesat |  |  | **DCy $=$ Rigid Deployed Cylinder |  |

## 2. End-to-End Analysis

The end-to-end analysis investigated system level trade studies and multiple architectures varying in capability and complexity. Three deployable recovery devices were examined using the simulation. These devices included a stock sounding rocket DGB parachute, a tension cone inflatable aerodynamic decelerator, and a precision guided parachute. These devices' performance characteristics and required deployment conditions were evaluated in the mission profile for the optimized trajectorys explained below.

The optimization problem for this mission is given by

$$
\begin{array}{lc}
\text { Maximize: } & \mathcal{J}=\alpha N_{\text {particles }}+\beta t_{\text {meso }}+\gamma d_{\text {meso }}+\delta m_{\text {meso }} \\
\text { By varying: } & \text { Launch elevation } \\
& \left(77^{0} \leq \lambda \leq 85^{\circ}\right)
\end{array}
$$

The results presented in this study are from the single objective optimization analyses. The trajectory profile of the mission was optimized by varying launch elevation angle and vehicle payload mass to find each of the following:
A) maximum number of particles captured in mesosphere ( $\alpha=1, \beta=0, \gamma=0, \delta=0$ )
B) maximum time in the mesosphere ( $\alpha=0, \beta=1, \gamma=0, \delta=0$ )
C) maximum range in the mesosphere ( $\alpha=0, \beta=0, \gamma=1, \delta=0$ )
D) maximum collected sample mass ( $\alpha=0, \beta=0, \gamma=0, \delta=1$ )

The number of a given size of particle at a given altitude is estimated by the profiles given by Hunten in Ref. 37.
Deployable devices were not implemented in the optimization of the trajectories since the objective functions were concerned with only mesospheric sampling. The optimized trajectory to maximize the capture of 1 nm particles was selected for further analysis with deployable devices. Drag modulation performance was also evaluated for this optimized trajectory.

A sweep of aforementioned launch elevation angles and payload masses was also conducted to address the limitations of the Improved-Orion launch vehicle. Analysis of the launch sequence events was conducted to evaluate impact on the trajectory decelerator phase. This includes impacts on downrange, deployment dynamic pressure and deployment mach environments for deployables.

For this analysis, a stock high altitude sounding rocket DGB was deployed at 73 km altitude with 25 seconds of inflation time. ${ }^{45}$ The DGB parachute has extensive flight demonstration and performance capability. ${ }^{46}$ Parachute inflation loads were estimated using the opening loads equation shown in Equation 2 where $q$ is the dynamic pressure of the freestream, $C_{D 0}$, is the drag coefficient of the DGB parachute, $S_{0}$ is the reference drag area of the DGB parachute, $C_{X}$ is a drag coefficient correction factor, $1.45, t$, is the time step of the solver, $t_{S I}$ is the time at start of inflation, $t_{F I}$ is the time at full inflation, and $n$ is a power constant assumed to be 2 for this analysis. ${ }^{36}$

$$
\begin{equation*}
F_{p}=q C_{D 0} S_{0} C_{X}\left(\frac{t-t_{S I}}{t_{F I}-t_{S I}}\right)^{n} \tag{2}
\end{equation*}
$$

The stock sounding rocket 8.5 m DGB upper mass limit of 24 kg as well as the cylindrical bus configuration was implemented in this study as the baseline vehicle configuration. ${ }^{30}$ A 0.9 m tension cone IAD was also implemented in this analysis as the supersonic decelerator. The guided parachute deployment constaints were taken into account even though this phase was not simulated. ${ }^{47,48}$ Deployment constraints are summarized in Table IX for all deployables.

Table IX. Deployment constraints for deployable devices.

| Deployable Type | Deployment Conditions |  |
| :---: | :---: | :---: |
|  | Mach Number | Dynamic Pressure $(\mathrm{kPa})$ |
| DGB | $1.0-2.5$ | $4 \times 10^{-5}-0.9$ |
| IAD | $1.0-4.0$ | $1 \times 10^{-3}-25$ |
| Guided Parafoil | $0.01-0.12$ | $4 \times 10^{-5}-1.2$ |

## a. Monte Carlo Parameters

To investigate the overall performance improvement of drag modulation implementation, a Monte Carlo analysis of five hundred runs was conducted. Table VII shows the parameters which were varied along with their nominal value, distribution type, and deviation value. Figure 9 below shows the atmospheric density, Eastward and Northward wind variation as a function of altitude for the nominal launch site at White Sands. Earth-GRAM 2007 was used to generate all atmospheric information, including standard deviations as a function of altitude. ${ }^{49}$

Table VII. Vehicle and state parameters. ${ }^{50}$

| Parameter | Nominal <br> Value | Distribution <br> Type | Deviation <br> (3-sigma or min/max) |
| :---: | :---: | :---: | :---: |
| Launch Elevation Angle, Deg | 81.0 | Uniform | $+/-0.1$ |
| Launch Azimuth Angle, Deg | 355.0 | Uniform | $+/-0.1$ |
| Payload Mass, kg | 24.0 | Uniform | $+/-0.5$ |
| Mass-drop Time, s | 10.0 | Uniform | $+/-1.0$ |
| Thrust Multiplier (Booster) | 1.0157 | Gaussian | 0.03 |
| Thrust Multiplier (Sustainer) | 1.0157 | Gaussian | 0.03 |
| Drag Coefficient Multiplier (Sounding Rocket) | 1.0 | Gaussian | 0.3 |
| Drag Coefficient Multiplier (Payload Bus) | 1.0 | Gaussian | 0.3 |
| Drag Coefficient Multiplier (Decelerator) | 1.0 | Gaussian | 0.3 |



Figure 9. Atmosphere variation as a function of altitude for (a) density, (b) East winds, and (c) North winds.

## IV. Results and Discussion

## A. Bounding Analysis Results

Several practical design constraints exist in this design space. These include:

1. A limitation on the maximum altitude of the sample collection vehicle: $h_{\max }<130 \mathrm{~km}$
2. A limitation on the maximum sensed g-load: sensed $g<30 \mathrm{~g}$ 's

These constraints were used in the bounding analysis to prune the design space results by a factor of two. Bounding analysis results focused on the maximum heat rate experienced throughout the flight regime, the maximum sensed g-
force experienced during flight, and the landing dispersions generated from variations in vehicle drag coefficients and atmospheric density.

Vehicle peak heat rate values steadily increase as initial velocity increases. For all four velocity cases, the sphere cone experiences overall higher heat rates. Previous Earth sample return missions such as Stardust and Genesis experienced estimated heat rate peaks on the order of $1200 \mathrm{~W} / \mathrm{cm}^{2}$ and $700 \mathrm{~W} / \mathrm{cm}^{2}$, respectively. ${ }^{51}$ Configurations at all initial velocity states experience heating rates less than historical precedent. However, the configurations with velocities less than $3 \mathrm{~km} / \mathrm{s}$ would require less thermal protection mass due to their decreased experienced peak heat rates, making these cases a more favorable option.

Peak g-loading values depicted an even distribution among the candidate bus configurations. A maximum limit of 30 g 's was imposed on the final data set to minimize the structural mass requirements of the bus structure. Variation in vehicle drag coefficient and atmospheric density were used to generate the final landing dispersions. A majority of configurations yield landing dispersions less than 40 km , with the more variable landing dispersions occurring with the high velocity cases with medium flight path angles. Landing dispersion trends were shown to be independent of vehicle configuration. Figure 10 shows the bounding analysis results for the $2 \mathrm{~km} / \mathrm{s}$ initial velocity cases.


Figure 10. Bounding analysis distributions for (a) peak deceleration, (b) peak heat rate, and (c) downrange landing dispersion for $\mathbf{2 k m} / \mathrm{s}$ initial velocity cases.

Due to the heating and g constraints, the results of the bounding anlaysis allowed the end-to-end analysis to focus on slower velocity archtiectures with supersonic deceleration devices (as opposed to the hypersonic decelerators) excluding the sphere-cone. The complexity as well as additional g-loading and heating of the rigid decelerator configurations allowed them to be excluded from further consideration. Finally, it is noted that to enable precision delivery of the payload, a low flight path angle or a high flight path angle during sample collection is desirable.

## B. End-to-End Analysis Results

The results of the bounding analysis indicated a more detailed focus on initial velocity states less than $2 \mathrm{~km} / \mathrm{s}$ flown at high launch angles to minimize heating rate and landing dispersions. Much of the velocity space examined in the bounding analysis also revealed that most of the sounding rocket vehicles offered launch capabilities far in exceess of what was needed to reach the top of the mesosphere.

## 1. Trajectory Optimization

Several practical design constraints exist in this design space in addition to the constraints suggested by the bounding analysis. Single objective optimizations were peformed using a gradient based algorithm using the following objective function formulation where $\lambda$ is the launch elevation angle. Launch elevation angle was bounded by the Improved-Orion launch vehicle. ${ }^{30}$

Optimized trajectories for the cylinderical spacecraft configuration are shown in Figure 11. The cylindrical bus was used because this structure offers the least complex integration option between sounding rocket and the vehicle bus. The trajectories are broken into specific phases. The sounding rocket provides thrust during the boost phase in a two segment (booster and sustainer) burn with final burnout occurring at 27 seconds after ignition. The payload and sounding rocket structure then enters a coast phase for a specified amount of time. The structural mass of the sounding rocket, approximately 110 kg , is then ejected and the vehicle bus enters a short duration despin phase (not
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modeled in this study) to prepare for sample collection. Sample collection occurs while the vehicle is above 45 km . The vehicle enters another coast phase once sample collection is complete. As the objectives are independent of the deceleration technology, decelerators are not incorporated into these optimized trajectories, but are examined in Section IV.B.3.


| Phase | Description |
| :---: | :---: |
| 1 | Boost Phase |
| 2 | Coast Phase |
| 3 | Despin Phase |
| 4 | Sample Collection Phase |
| 5 | Descent \& Recovery Phase |

Function Objective

|  | Function Objective |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Maximum number of 1 nm particles captured | Maximum time in the mesosphere | Maximum range in the mesosphere | Maximum collected sample mass |
| Trajectory | A | B | C | D |
| Launch Elevation Angle, Deg | 82.5 | 80.9 | 79.9 | 77.0 |

Figure 11. Optimized trajectories.
The optimization analysis results indicated a sample collection efficient trajecotory with a payload mass of 24 kg and launch elevation angle of 81 degrees. This trajectory provides a compromise between each of the objectives except for the sample mass and is used as the reference trajectory for the remainder of this study.

## 2. Launch Sequence Evaluation

A key aspect of the trajectory optimization is sequencing of events during launch. These events have a large impact on later stages in the trajectory including the decelerator deployment environment and downrange capability. The sounding rocket structure mass drop occurs between rocket burnout at 27 s after ignition and start of sample collection at 45 km . On average, the time gap between these two stages is on the order of 20-30 s. A mass drop sequence occurring at 10 seconds post engine burnout was used for all trajectories presented in this study to ensure the vehicle would reach the mesosphere for all anticipated mass and launch elevation angle combinations.

## 3. Drag Modulation Evaluation

For a nominal atmospheric and drag coefficient trajectory with deployment of a tension cone at 45 km altitude, a maximum of 10.25 km reduction is achieved for the lowest launch elevation angle relative to the no deployed decelerator trajectory. The earlier the decelerator is deployed during the trajectory, the more effective the drag modulation becomes. When incorporating the drag modulation deployment algorithm, it is assumed that the deployable can activate after apogee while still in the sample collection phase of flight. Sample collection continues until 45 km altitude is reached during descent, then the deployable is eligible to activate. Figure 12 shows how the downrange reduction for a sweep of trajectories with changes in launch elevation angle and vehicle bus mass. The aforementioned optimized trajectory has a reasonably high launch angle ( $81^{\circ}$ ) which reduces overall drag modulation capability. However, higher launch elevation trajectories lead to steeper flight path angles during sample collection, which the bounding analysis showed to reduce the landing dispersion. For a given launch elevation angle, lower mass payloads exhibited decreasead drag modulated downrange performance diminished differences in the ballistic coefficient.


Figure 12. Downrange reduction using a 0.9 m diameter tension cone deployed at (a) altitudes between 25 and 50 km for a 35 kg mass payload; for payload masses ranging from 10 to 35 kg with deployment occurring at (b) 50 km , (c) 45 km , (d) 40 km , (e) 35 km , (f) 30 km , (g) 25 km .

As shown in Figure 13, the deployment conditions of the IAD over the same swep of trajectories do appear favorable. The Mach number and dynamic pressures at deployment altitudes between 25 km and 50 km for a variety of payload masses and launch elevation angles all meet the deployment constraints of the IAD. The ballistic portion of the trajectory for a vehicle bus with a payload mass less than 20 kg becomes dominated by the aerodynamic drag. As a result, less severe deployment environments over the range of deployment altitudes examined are experienced for lower mass systems.


Figure 13. Mach vs dynamic pressure at deployment altitudes of 25 to 50 km of a 0.9 m IAD as a function of launch elevation angle between $77^{\circ}$ and $85^{\circ}$ and payload masses between 10 and 35 kg .

Figure 14 shows the Mach and dynamic pressure conditions at 6 km altitude for when both an IAD is used and is not used. Parafoil deployment when an IAD is deployed at 45 km achieves the required deployment constraints. However, if no IAD is deployed during in the trajectory, only small mass payloads are likely to meeting the parafoil deployment constraints. For a given payload mass, the parafoil deployment environment at 6 km is insentive to launch elevation angle when an IAD is deployed during the trajectory.
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Figure 14. Mach vs dynamic pressure parafoil deployment dispersions at 6 km altitude (A) with and (B) without IAD deployment at 45 km altitude.

The Monte Carlo downrange and crossrange results for an DGB decelerator deployed at 73 km , a 0.9 m IAD deployed at 45 km , and a 0.9 m IAD deployed using the drag modulation algorithm are shown in Table VIII and Figure 15. As shown in Fig. 15, at the $95 \%$ confidence level, the DGB's landed footprint is $66.8 \times 30.4 \mathrm{~km}$, the IAD's footprint is $65.6 \times 4.6 \mathrm{~km}$ and with the addition of drag modulation, the IAD achieves a $58.8 \times 3.8 \mathrm{~km}$ footprint. Incorporation of drag modulation reduces delivery footprint in major-axis by approximately 6.8 km (at the $95 \%$ C.I.) through significant clustering of points with downrange distances that match the target. The crossrange errors associated with the DGB are appreciably larger due to being exposed to wind variations during the relatively lengthy descent ( $>1$ hour) and decrease with the later deployment of the IAD.

Table VIII. Landing statistics.
$\left.\begin{array}{c|c|c|c}\hline \text { Architecture } & \begin{array}{c}\text { Mean Error in } \\ \text { Downrange, } \mathrm{km}\end{array} & \begin{array}{c}\text { Downrange Error } \\ \text { Standard Deviation, } \mathrm{km}\end{array} & \begin{array}{c}\text { Mean Error in } \\ \text { Crossrange, } \mathrm{km}\end{array}\end{array} \begin{array}{c}\text { Crossrange Error } \\ \text { Standard Deviation, } \mathrm{km}\end{array}\right]$

(a)

(b)

(c)

(d)

(e)

Figure 15. Downrange \& crossrange dispersions (a) footprint at $95 \%$ confidence interval, (b) 8.5 m DGB deployed at 73 km , (c) 0.9 m IAD deployed at 45 km , (d) 0.9 m IAD deployed using drag modulation, (e) combined results.

## C. Reference Architectures

Three candidate reference architectures were formulated for further examination. These architectures provide varied levels of technology readiness, complexity and performance and are shown in Figure 16. A detailed description of each architecture is presented in the following subsections.


Figure 16. Concept of operations for three reference architectures and their stages from launch to landing.

1. Architecture \#1: Stock Sounding Rocket DGB


Figure 17. Architecture \#1 trajectory details showing altitude as a function of (a) time during launch to DGB deployment, (b) time from launch to landing, (c) DGB deployment condition dispersion results.

Architecture \#1, as shown in Figure 17, represents a mesospheric sample collection platform which utilizes stock sounding rocket decelerator hardware. The maximum payload capability of the 8.5 m DGB is 24 kg . The total flight duration for this architecture is approximately 2 hours. Even though this recovery system is a standard option, this flight time is lengthy and could pose challenges for designing the sample containment device. The DGB parachute must also be deployed at sufficiently high altitudes so as not to exceed the specified dynamic pressure, and Mach number limits. Sample collection duration is impeded due to having to be deployed within the mesosphere and will yield approximately $20 \%$ fewer number of captured mesospheric samples. Downrange control is not a realistic option for this recovery configuration. Once deployed, the system remains aloft in the atmosphere for an extended period of time, making it susceptible to drifting in the wind.


Figure 18. Architecture \#2 trajectory details showing (a) launch to landing, (b) from IAD deployment to landing, and (c) IAD deployment condition at 45 km dispersion results.

Architecture \#2, as shown in Figure 18, represents a mesospheric sample collection platform which utilizes a supersonic IAD. This device is capable of deploying in flow environments up to Mach 4 and 25 kPa dynamic pressure. ${ }^{31}$ For the trajectories seen in this analysis, the end of the sample collection phase environment is suitable for IAD utilization. Using the compromised science objective trajectory, the total flight duration for this architecture is 15 minutes. The IAD may also be triggered to deploy at alternate altitudes to 45 km which will alter the landed downrange of the vehicle. The sample collection phase can be completed in its entirety within the mesosphere before the decelerator phase is activated which maximizes the potential to capture mesospheric particles. Control of downrange dispersions is determined by the initial launch elevation angle, which can be reduced by up to 11 km for large elevation angles. This architecture expands IAD technology as IADs of this size, to date, have not flown in these environments.
3. Architecture \#3: Supersonic IAD with Precision Guided Parafoil


Figure 19. Architecture \#3 trajectory details showing altitude as a function of (a) time from launch to $6 \mathbf{k m}$ altitude, (b) velocity from IAD deployment to 6 km , and (c) velocity from $200 \mathrm{~m} / \mathrm{s}$ to parafoil deployment with Mach number contours.

Architecture \#3, as shown in Figure 19, represents a mesospheric sample collection platform which utilizes a supersonic IAD and a precision guided parafoil to demonstrate more precise return of a suborbital sample retrieval system at moderate cost. The drag modulated downrange capability is enhanced by the maneuvering of a guided parafoil which is nominally deployed at 6 km altitude. The parafoil has the capability of reaching a specified target if deployed within 10 km radius of the target. Flight times of the parafoil are on the order of 20 minutes, thus giving a total system flight time of approximately 30 minutes. This architecture provides the greatest downrange control, capable of improving landed accuracies between 15 and 25 km , depending on the initial launch elevation angle. Sample retrieval can benefit from having a precise landing system by speeding up time to recovery on the ground.
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This architecture combines precision guided parachute with extensive flight test experience with the relatively less technologically mature IAD. ${ }^{31}$

## V. Conclusion

This investigation identified and evaluated several key system trades associated with capturing and returning mesospheric dust particles to the Earth's surface. Among the trade studies analyzed, primary focus was given to selection of the vehicle bus configuration along with assessing the performance and complexity of a range of deployable decelerators. For initial sample collection at velocities greater than $3 \mathrm{~km} / \mathrm{s}$, a thermal protection system is likely necessary to ensure payload survival. In order to obtain landing dispersions less than 40 km , the ideal initial sampling state should have a low velocity, high flight path angle and be delivered to as low of altitude as possible. By incorporating the launch vehicle into an end-to-end analysis, optimized trajectories for maximum time in the mesosphere, maximum range in the mesosphere, maximum number of particles captured in mesosphere, and maximum collected sample mass were obtained within given launch and payload mass constraints. Use of an IAD for downrange control was demonstrated and deployment conditions were characterized for a variety of vehicle parameters. For the optimized reference trajectory, downrange dispersions using drag modulation were shown to be reduced by approximately 6.8 km . Drag modulation control authority was shown to improve as payload mass increased and launch elevation angle decreased. Three reference architectures were derived from the reference trajectory in this study. Using a stock DGB decelerator system, architecture \#1 provides a low complexity, high technology readiness level, option for sample recovery. Architecture \#2 implements an IAD for sample recovery, in lieu of the limited deployment condition capable DGB. Implementation of a drag modulation algorithm coupled with an IAD, demonstrated downrange dispersion error reduction in architecture \#3. The addition of a guided parafoil in architecture \#3 further reduces the landed dispersion by an additional 10 km . The examined architectures provide differing levels of engineering complexity, cost, and capability to be examined in future studies.
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