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Released in July 2007, the Broad Agency Announcentefor DARPA’'s System F6
outlined goals for flight demonstration of an archtecture in which the functionality of a
traditional monolithic satellite is fulfilled with a fractionated cluster of free-flying, wirelessly
interconnected modules. Given the large number opossible architectural options, two
challenges facing systems analysis of F6 are (1gthbility to enumerate the many potential
candidate fractionated architectures and (2) the aility to analyze and quantify the cost and
benefits of each architecture. This paper appliethe recently developed Georgia Tech F6
Architecture Synthesis Tool (GT-FAST) to the exploation of the System F6 trade space.
Combinatorial analysis of the architectural trade pace is presented, providing a theoretical
contribution applicable to future analyses and cledy showing the explosion of the size of the
trade space as the number of fractionatable componés increases. Several output metrics of
interest are defined, and Pareto fronts are used teisualize the trade space. The first set of
these Pareto fronts allows direct visualization obne output against another, and the second
set presents cost plotted against a Technique forr@er Preference by Similarity to Ideal
Solution (TOPSIS) score aggregating performance obgtives. These techniques allow for
the identification of a handful of Pareto-optimal designs from an original pool of over 3,000
potential designs. Conclusions are drawn on saliefeatures of the resulting Pareto fronts,
important competing objectives which have been capted, and the potential suitability of a
particularly interesting design designated PF0248 A variety of potential avenues for future
work are also identified.

Nomenclature

Bn = Bell number / size of SEA fod components m = number of modules considered
Caddireplace = average cost of adding or replacing component N = number of components considered
G edsting = cost of adding component via an existing modulen = number of components in cluster
Ci sparate = cost of adding component via a dedicated modul®, = design objective numbear

Dy = size of SED foN components S = Stirling number of the second kind
Fn = size of Super-SEA fdd components

I. Introduction

ELEASED in July 2007, the Broad Agency Announcemfemt System F& outlined the goal of the U.S.

Defense Advanced Research Projects Agency (DARBAJlifjht demonstration of an architecture in which
the functionality of a traditional “monolithic” sdtite is fulfilled with a “fractionated” cluster fofree-flying,
wirelessly interconnected modules. The potentildiits of the F6 approach include enhanced resmoress in
delivering initial capabilities to commercial or\g@wnment customers, greater flexibility in respomgdto mid-life
changes in requirements, and superior robustneamsiginternal failure and external attack (i.enhanced
survivability).

Two systems analysis challenges that are espeaatigal for the flexible and architecturally coiep F6

concept are (1) the ability to thoroughly and sysigcally enumerate the many potential candidaetibnated
architectures that exist and, more importantly, t{@®) ability to assess and quantify the cost anmgefits of each
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architecture, and in so doing rank the differemappised architectures according to the right metri@ystem
attributes such as flexibility and survivabilityhigh are essential for systems operating in unicegad rapidly
changing environments, are not properly captured wmued in the traditional cost- or performancetde

mindsets of system design and acquisition; aswdtyesvalue-centric approach accounting for theseertainties is
required to properly inform decisions regardingaféhitectures.

One element necessary in enabling such a proliahilalue-centric analysis of F6 architecturea systematic
method for enumerating, sizing, and costing the yr@ndidate architectures that are introduced agtifonating
subsystems or resources. For example, in onequsyi published design for E@welve instances of six distinct
types of fractionatable components are distribat®wdng seven free-flying modules. However, thigridhigtion of
components is just one of many possibilities. Al we shown in this paper, if only six componertsst in the
system and each can be independently placed imfauny to six modules, 203 distinct system configjores exist.

If the number of components increases to twelvean(ak the design in Ref. 2), the number of possible
configurations explodes to over 4.2 million. Femntmore, these numbers do not include the multinfd@unch
manifesting option$. Clearly there is a need to be able to evaluateentiman a handful of these alternative
configurations in order to make an informed decisia the design of an F6 architecture.

A. Overview of GT-FAST

As presented in Ref. 3, GT-FAST is a point desigmputer tool implemented in Microsoft Excel that is
designed to help solve the systems analysis profdeirinactionated spacecraft by allowing rapid,cmated sizing
and synthesis of candidate F6 architectures. Tireapy function of GT-FAST is to convert a useridefi
configuration of fractionated components (i.e.pacification of which fractionatable components assigned to
which modules), launch manifest (i.e., which modwdee carried on which launch vehicles), and séeerginuous
variable inputs (e.g., orbit altitude, inclinatiampdule design lifetime, payload mass, payload ppete.) into a
point design. Information output by GT-FAST forchapoint design is a mass, power, and cost budgethe
cluster and for each module in the cluster. Algailable for output are user-defined performanceics

Because GT-FAST is able to quickly and automatjcsite an F6 design based on a clear set of ugeatsinthe
tool is well-suited for engineering trade studieBhus, GT-FAST also has a built-in capability tora series of
input sets and track any number of user-definedicseto allow for rapid trade analysis. These inpets are
analogous to experiments that the designer migkh wd run to characterize a design space and datertime
optimum design, if such a design existShis trade study — or trade-space explorationoegss is the subject of the
present paper.

B. Example Six-Component Fractionated Design

Figure 1 is an architectural depiction of an exampix-
component design named PF0248 that has been madsief GT- PF0248
FAST. This three-module cluster is assumed toaipein a 370
km, 28.5° inclination circular orbit and is designfer a two-year -
mission with two communications paylaods. DesigfO®18 is
actually a Pareto-optimal F6 design that will appkeder in this
paper, but here we use it to illustrate severabirtgmt conventions,
typical inputs and outputs, and nomenclature.

First, it is important to define the terms compadnanodule,
cluster, and design, all of which will be used asieely in
describing different parts of fractionated arcititees. In this paper
and other analyses, the basic unit of fractionati®ncalled a
fractionatable component, or a component for shbepending on
the resolution one desires in examining fractiotatesigns, these
components can be subsystems (as in Ref. 5) auncesdpayloads (as in Ref. 2). The analysis hees the latter
as definitions of components. Next, a compilatdbrcomponents (and any required essential suppbdystems,
such as structure, thermal, and others) into desinge-flying vehicle is called a module. A cotapion of modules
into an independent on-orbit F6 system is calletuster or architecture. Finally, a cluster witle specification of

Figure 1. Architectural depiction of
example design PF0248.

* The nomenclature distinguishing components fromdutes, clusters, and designs is presented in ®ecBo

$If all inputs into GT-FAST were continuous varies) this process of running a variety of potertisigns would
be well-suited to a classical design-of-experimepisroach
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their launch manifest (e.g., on whé Eractionatable Component
vehicle each module was launche “Component” for short

acknowledging that multiple module:
may launch on the same launc
vehicle) is called a design. Thi:
nomenclature is illustrated
graphically in Fig. 2.

The implementation of GT-FAST Cluster/Architecture
demonstrated in this analysis use¢ Collection of modules on-orbit
five different classes of fractionatabli
components, consistent with those «

Ref. 2. An architecture contains on Design

24/7 communication unit, one high Cluster manifested onto launch vehicles
bandwidth downlink, a solid-state
recorder, a mission data processc
and up to two payloads. Icons use
in this paper to represent these s
individual fractionatable component:
are shown in Fig. 3. Payloads ai
specified by their mass, sunlight ana
eclipse power requirements, and pointing requirémdudnlike the Air Force
Satellite Control Network (AFSCN) communicationstumhich every module
is sized to include, a 24/7 communication unit ptes near-continuous
communications capability through a relay sateliteeh as the Tracking ant
Data Relay Satellites (TDRSs). High-bandwidth diimknunits allow for high-
volume downlinks that could not otherwise be predidvith AFSCN or 24/7
links. A solid state recorder allows high-volumatal storage, and a missio
data processor is a resource allowing for onboagit-speed computing.

Thus, in the example design PF0248 shown in Figthére are three
modules. The first holds both payloads. The seamodule holds the 24/7
communication unit, high bandwidth downlink unihdamission data processor.
The third module holds the solid state recordehe black block on each module signifies that aldmles also
include all essential support subsystems, suchirastwe, thermal, power, and others. Fig. 1 atgmesents that
Modules #1 and #2 are manifested to be flown onstitree launch vehicle. Module #3 launches sepgratébte
that launch order is not represented by GT-FAS@t th the representation in Fig. 1 does not poscModule #3
from launching first or second.

Outputs for this design from GT-FAST include thtables with mass, power, and module-level cost btsdg
broken down by subsystem for each of the three tesdn the design. For brevity, these tables ateshown here,
but examples can be found in Ref. 3. For refereth@boosted masses of Modules 1, 2, and 3 ar® Rg1138.6
kg, and 138.9 kg, respectively, and the total pawquirements are 522.9 W, 503.5 W, and 425.5 ¥peadively.
Table 1 shows the estimated cost budget for thieeesistem, which includes costs estimated at tbdube level
and cluster level. Figure 4 graphically shows the cost breakdowTalfle 1. As shown in Fig. 5, the launch
vehicle selected for all three launches is the RemXL at a cost of $22 million (FY08). The Pegasus XL's 450
kg payload capacity to the desired orbit was sigfficfor all launches, and $22 million was the IstMaunch cost in
the database used for this launch vehicle seleffitoaign and under-development vehicles were ebatdi.

Module
Independent, free-flying spacecraft

Figure 2. Nomenclature for F6 designs used in thizaper.

24/7 | |[HBW

SSR | | MDP

Figure 3. Icons for
fractionated components
in this study.

" Note that GT-FAST does not require all launchesge the same launch vehicle; this coincidenceséstd the
particular payload requirements for this set ohtzhes.
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Table 1. Overall PF024¢ Cost Budge

Launch
13%

Cost Element Cost Module-Level Costs
(FYO8$M) 26%
Module-Level Costs
Module #1 55.9 _
Module #2 13.8 Maran
Module #3 13.4 Program
Program Management 13.6 @ Management
Software 38.7 4%
Ground Segment Development 75.6
Operations 24.6 Operations Software
Pre-Margin Subtotal 235.5 M 1
Margin (25%) ©8.9 Ground Segment
Post-Margin Subtotal 294.4 D
Launch 44.0 22%
Total 338.4
Figure 4. Breakdown of Costs from Table 1.
Launch #1: Pegasus XL
PF0248 Cost: $22 illion (FY08)
Capacity to Orbit: 450.0 kg
gg:sl:éz #l\j-aSS' 2019 kg - Utilized Capacity: 340.5 kg
Module #2 Launch #2: Pegasus XL
Boosted Mass: 138.6 kg Cost: $22 million (FY08)
Capacity to Orbit: 450.0 kg
gg:sl:éz ﬁass. 138.9 kg Utilized Capacity: 138.9 kg

Figure 5. Launch Summary for Design PF0248.

II.  The Combinatorial Trade Space for Fractionated Spagcraft Designs

The focus of this paper is the application of GTSHA which has been briefly described above, to the
exploration of the F6 fractionated spacecraft trsjgece. As such, it is necessary to define thdetispace in terms
of the variables or system characteristics thatbsanontrolled by the designer. For the purpo$ekis study, the
trade space consists of the discrete combinatopéibns for the configuration of an F6 design. famous
variables are set at their default values (i.¢.designs are set to a 370 km altitude, 28.5° mation orbit, have a
two-year design life, use a given set of payloadgsmand power assumptions, etc.). In this contbet,PF0248
design described in Section 1.B is just one of 8,d8signs considered in this trade study; the ‘iR#icates that the
cluster is partially fractionated (i.e., at leaseanodule contains more than one fractionatablepooent) and the
“0248" designation indicates that this design is #48' design (out of 3,190) in the chosen enumeratitrerse.
The enumeration of these combinatorial option®i®red in this section.

A. Theoretical Development: Size of Trade Space witho Constraints

As mentioned in Section I.A, the principal discretputs into GT-FAST — and the combinatorial confafion
options in this trade study — deal with specificatiof which fractionatable components are presentvhich
modules and which modules are carried on whichdawehicles. First we illustrate this problem &osimple 3-
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component architecture, and then we generalize ukisg the combinatorial definitions of Stirling carBell
numbers.
1. Example 3-Component Design Trade-Space

For this example problem, assume that the fradi@m@ components include exactly three distinctigzds
(PL1, PL2, and PL3, using similar icons to Fig/®)In the case of a monolithic architecture, althese payloads
would be housed in the same module (i.e., a oneadteodrchitecture). In the case of a fully fractited
architecture, each payload would be housed onaitsraodule. In the fully fractionated case, thisi@gs to three
modules (one for each fractionatable componentwe¥er, solutions also exist for two-module arattitees. For
example, PL1 and PL2 could be
housed in the same module while PL
could have its own dedicated modulc Monolithic Architecture
There are three such two-modul 1 Module
architectures.  All five architectures
are shown pictorially in Fig. 6, and thit . .
collection of all possible architecture ~ Partially Fractionated
will be referred to as the Suite o Architectures (3)
Enumerated Architectures (SEA) fo 2 Modules
the 3-component trade-space.

The SEA just defined accounts fo
all possible ways of placing
components into modules. Anothe
important consideration is how tc Fully Fractionated
place modules onto launch vehicle: Architecture
Cur_rently_, GT-FAST considers launct 3 Modules
vehicles independent of launch orde
that is, from the perspective o
manifesting, Launch Vehicle #1 (LV1, Figure 6. SEA for the 3-component case.
is indistinguishable from Launch
Vehicle #2 (LV2). Thus, for each
architecture in Fig. 6, several designs exist imgeof which modules are launched together or sg¢plsr For the
one-module architecture (monolith), only one desgists since this one module must be launchednenlaunch
vehicle. For each two-module architecture, theset@o possible designs since the two modules ealaunched
together on a single vehicle or separately on tebiales. For the three-module architecture, madekn be
launched all together, all separately, or two caralinched together and one separately. For tee-tomponent
case considered in this example, this resultstota of 12 designs. All 12 designs are showngpiatly in Fig. 7,
and this collection of all possible designs willreéerred to as a Suite of Enumerated Designs (SED)

Finally, it must be recognized that the option tacfionate does not necessarily impose the decigion
fractionate; the option can be exercised or ndtatTs, if onecan fractionate a component, it does not necessarily
mean that onenust fractionate that component. Thus, if a 3-compormeast is considered, so must a 2-component
case and 1-component case. This consideratiardintes 12 additional designs, shown in Fig. 8. éxample, a 2-
component case can be defined for the sub-case® wieevehicle carries only PL1 and PL2, PL2 an8,Ric PL3
and PL1. For each of these 2-component sub-caseEA and a SED can be defined using the logic ®anfier;
for a 2-component case, this simplifies into thdesigns, the first of which is a monolith, the setof which is
two modules launched separately, and the third fothvis two modules launched together on the sauach
vehicle. The 1-component case consists of the Isisgenarios where a payload is carried aboard raolititic
spacecraft. Thus, the 12 designs in Fig. 7 areddd the 12 designs in Fig. 8 to complete theectithn of all
designs that should be considered when deciding tip® configuration of a fractionated architectwt@ch can
accommodate up to three fractionatable componeiftds collection of designs is referred to in thsper as a
Super-SEA.

PL3

PL3

n -U I
e
w

L3

PL3

" In DARPA terminology, this is an example of a dsited-payload monolith since no subsystems are
fractionated
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Monolithic Designs
1 Module

Partially Fractionated
Designs
2 Modules

PF-6 PF-7

Fully Fractionated FF-8 FF-9 FF-10
Designs
3 Modules

Figure 7. SED for the 3-component case.
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FF-14 FF-15

2-Component
Designs

FF-17 FF-18

PL3 T

FF-20 FF-21

1-Component
Designs

Figure 8. Additional designs that must be added tthe 3-component SED to create a 3-component SupeES.

2. Generalized N-Component Design Trade Space

Thus far we have shown that, even in the relatigatyple case where only 3 fractionatable componargs
considered, 24 designs exist which should be censiiby the system designer or decision-maker. MNew
generalize this combinatorial problem to one camgf N fractionatable components.

As in the example problem, first we define the sita SEA for arN-component case. Recalling that the size of
the SEA is defined by the number of ways that exigilaceN distinguishable fractionatable components into any
of one toN modules, it can be seen that this is actually the ef Stirling numbers of the second kihd=rom the
study of combinatorics, a Stirling number of theaa kind, denoted &n,m), physically describes the number of
ways that exist of placing distinct objects intan numbered but otherwise identical containers withcaotainer
left empty. Mathematically§(n,m) is defined by Eq. (1) below:

1 m
S(n! m) = Z (_ 1)k ‘m Cm—k ) (m_ k)n 1)
m i

Thus, in the 3-component example from earlier, @weeh3 distinct objects (components) distributed e,

two, and three containers (modules), and the dizbeo SEA isS3,1) +53,2) +§33)=1+3+1=5 A
summation of this type has been defined in mathemats a Bell number. Formally, a Bell number, and
consequently the size of a SEA, is defined by BY. (A table of these values is given by the secomidmn of
Table 2.

N
Sizeof SEA= By, = > S(N,k) )
k=1

Next, we concern ourselves with defining a SEDallerg that a SED is the number of ways that exigilaceN
distinguishable fractionatable components into ahgne toN modules, and those modules into launch vehicles.
The first step in this development is to recogriteg the number of ways to distribuedistinguishable modules
into any of one t& launch vehicles (considered indistinguishablegesiaunch order is not considered) is actually a
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Bell number itself (by the same logic from aboveatthdistributing distinguishable components among
indistinguishable modules is described by a Bethber). Thus, for each architectural possibilityailSEA (there
were 5 in the demonstration case), thereBarevays to distribute that architecture onto launehieles, wher& is
the number of modules in the architecture. Mathe@idy, we define the size of a SED consisting Nof

fractionatable components by the symbBglin Eq. (3). A table of values fddy is given by the third column of
Table 2. For the demonstration cdsg= 12.

N
Sizeof SED=D,, = S(N,k)- B, @3)
k=1

Finally, what remains is to define the size of P&uSEA, or the total number of designs a decisatker
should consider in his trade-space given that haoaponents thatan be fractionatedanust be fractionated. As
described earlier, assuming that all components Hthe option of being non-fractionatédthe Super-SEA
considers the possibilities of includidéNgjcomponentsiN-1 componentdN-2 components, etc., until the case where
only one component is included. Initially, one htigonsider this to be simply the sum®f from N=1 to N.
However, this does not account for the fact that, dxample, there are multiple ways of choosing civhi
components are included in thN-{)-component SED (i.e., when defining thé-1)-component SED, which
component should be left out?). The number of wafychoosingX components for each new number of
components is described mathematicallyyBy. In the example case, there we@ = 3 ways of creating a 2-
module SED. Thus, the total number of designsahdgcision-maker should consider (the Super-SHEéypoted by

Fn, is defined by Eq. (4). A table of values fay is given by the fourth column of Table 2. For ttemonstration
casefy = 24.

Sizeof Super SEA= F

%(Dj )-(vCy.;) (4)

Table 2. Sizes of SEA, SED, and Sup-SEA as a function of number of fractionatable compoents N).

N Size of SEABy) Size of SEDDy) Size of Super-SEAH)

1 1 1 1

2 2 3 5

3 5 12 24

4 15 60 130

5 52 358 813

6 203 2,471 5,810

7 877 19,302 46,707

8 4,140 167,894 416,510

9 21,147 1,606,137 4,073,412
10 115,975 16,733,779 43,289,930
11 678,570 188,378,402 496,188,630
12 4,213,597 2,276,423,485 6,095,737,867

* For payloads, this implies that some payloads lbanieft out, if trade studies warrant it. For ssbem
components (e.g., communication equipment, datagtoand processing equipment), non-fractionatigiies that
these components can either be omitted or autoafigtincluded within the generic mass and powerdatsl of the
sizing and synthesis tool; in the latter case,rtlehe location of the component (i.e., on whighacecraft it is

housed) is no longer in the trade space. In p@actihe designer may not wish to allow some compisne be non-
fractionated, in which case, the Super-SEA mushbdified (and the trade-space will become smaller).
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Table 2 summarizes the sizes of the SEA, SED, ap@rSSEA for values dfl up to 12. Recall that the SEA
deals only with the number of possible clustersitectures, the SED includes consideration ofalhth options,
and the Super-SEA addresses the fact that nobaiponents thatan be fractionatednust be fractionated. The
Super-SEA is of most relevance to the study in plaiser, and the major observation one can take &aayTable
2 is that the size of the Super-SEA increases dreatly with N. If N is doubled from 6 (as in this study) to 12, the
number of designs that must be considered incrdes®s5,810 to 6,095,737,867 — a factor of over oriion!
The sheer size of the trade space for practicalegabfN — as well as the rapidity with which it expandsMs
increases — illustrates the need for a systemagtbaod for enumerating and evaluating F6 designs.

B. Accounting for Constraints

According to Table 2, the Super-SEA for a 6-commngesign isFs = 5,810. However, earlier it was
mentioned that the PF0248 example design is or&180 designs considered in this trade study. @pjmarent
discrepancy (between 5,810 and 3,190 possible mi&sig the result of the exclusion of cases intthée space due
to practical application-specific constraints.

In the case of the components considered in theeptanalysis, it was assumed that every clustst mcdude
a 24/7 communication unit, high bandwidth downlurkt, solid state recorder, mission data processw, at least
one payload. As a result of this constraint, thaltest architecture allowed to be considered sBcmponent
design in which one of the payloads is omitted. idWlpayload to omit is of course an option, andhsonumber of
cases considered is almost perfectly describeddpy Ds + Ds = 3,187 (see Table 2). The final three cases
examined in the set of 3,190 designs are monol{irgyle-module) spacecraft that contain intratelusvireless
units and are thus F6-enabiedne of these cases contains PL1, another corfifisand the third contains both
PL1 and PL2.

C. Enumerating Designs

While the discussion thus far has been concern#éd eaunting the number of possible designs, thie bl
exists to enumerate, or list, each design so tltani be input and analyzed using GT-FAST. Coverdhis section
is an overview of how a SEA is enumerated, follovilsda discussion of how this is extended to a SBED a
translated into inputs for GT-FAST.

1. Enumerating a SEA

To illustrate this process, Fig. 9 graphically sedvow a 3-component SEA is generated; the same dqugilies
to the larger-dimensional 6-component designs densd for the trade studies in this paper. Thigles based on
the idea of dividing strings of component orderingsg indistinguishable partitions.

As illustrated in Fig. 9, the enumeration procdssts with the definition of both component perntisias and
partition schemes. The component permutations Igisipow all possible ways of ordering the components
(where each component is given a number from N)to For anN-component design, there will Bd! such
orderings. The partition schemes are more involuedl are generated from a full factorial desigrin\witl factors
(since at maximum there can el partitions in arN-component string), each of which Hd¢evels. The resulting
list is filtered such that all remaining schemes sequential; for example, since each number ipdnttion string
represents the location of an indistinguishabléitpar, there is no difference between the schefheéq and [2 1],
both of which indicate that partitions are to bagald after the first and second components in dmeponent
permutation string.

Next, each partition scheme is applied to each oorept permutation; i.e., partitions as defined bghe
partition scheme are placed within each of the aommept permutations. In the case of the 3-compaotesign, this
results in a list of 36 clusters. However, manyhafse clusters are duplicates; for example, tH&l Jluster is the
same as the 3--12 cluster (where the dashes irdpeatitions). Once duplicates are eliminated an@meration of
a SEA has been completed.

88 As described in Ref. 3, if only a single modulésexin a cluster, GT-FAST excludes the intra-@ustireless
unit from mass, power, and cost budget estimation.
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Partition Schemes

Filtered and Modified Full Factorial Design of
N Levels and N-1 Factors

Component Permutations

All possible orderings of N components taken N at a time

Partition Scheme #1 | 1 1 Component Permutation #1 [ 3 2 1

Partition Scheme #2 | 1 2 Component Permutation#2 [ 3 1 2

Partition Scheme #3 | 2 2 Component Permutation #3 [ 2 3 1

Partition Scheme #4 | 1 3 Component Permutation#4 | 2 1 3

Partition Scheme #5 | 2 3 Component Permutation #5

Partition Scheme #6 | 3 3 Component Permutation #6 | 1 3 2

Distinct Clusters of the SEA
3--21 (32--1 (32-1-
So Se | 23-1 Se| 231
B 59| 213 58| 21-3-
Eg| 0. S5 | O oag | OY I- B | |
1--32 =
~301  ("3o1 > 301 EEEE R
S o 2-3-1 © o S o 231--
€5 = €5
g6 213 g% g5 | 213
® | 1-2-3 ? | 1-23- @ | 123--
_1-3-2 \_1-32- _132--

Figure 9. Example Enumeration Process for a 3-Compent SEA.
Note that the red, yellow, green, blue, and magenta colorsin the 36 partition/permutation
combinations indicate to which of the final six clustersin the SEA each combination corresponds.

2. Enumerating a SED and Defining the GT-FAST Input

As defined in Sec. 11.A.2, a SEA is the set of @&ettures available when placiigdistinguishable components
in up toN indistinguishable modules. In comparison, a SEDoants for the placement &f distinguishable
modules of a particular cluster into upkandistinguishable launch vehicles. Thus, the pssdor enumerating the
SEA can be reapplied for enumeration of the SEMceCSEDs are defined, they can be appended tootiaehto
define all cases to examine; for example, recall the 6-component design evaluated here conssengally of
oneDg and twoDs SEDs Dg + Ds + Ds = 3,187). Thus, the full evaluation here involesaluation of each SED.

The input into GT-FAST for SED evaluations is thaudist of strings describing each design to be wateld.
This format involves a string of numbers and commake first nine numbers are associated with trelable
fractionatable components and vary from 1 to 9efach of the nine components available for modelin&GT-
FAST. The first nine commas indicate divisionswestn modules; two sequential commas with no numbers
between them indicate an empty (nonexistent) mod@ienilarly, the second nine numbers in the strieggresent
modules as they are to be placed in launch velade,the second nine commas indicate divisionsdmvwaunch
vehicles. GT-FAST then translates this string itht® input matrices described by Ref. 3; the regylnatrices for
PF0248 are shown in Figs. 10 and 11. Once thegstras been read into GT-FAST, the sizing routexexute as
described by Ref. 3. For the trade study discussad, this process is repeated in an automatddofagor each
string in the list of SEDs to be evaluated.
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ARCHITECTURAL

MNumber of Modules 3 Consistency Check

Fayload1 Fayload 2 Fayload 3 247 Comm1 247 Comm2  High B'w 1 High B &
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Figure 10. Input Matrix Mapping of Components to Modules for PF0248.
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Tot. Launch Mass (kg) 34045 135.52 0.00 0.00 0.0o0 0.00 0.0o0 0.00 0.00
Launch Cost ($FY03M} 22.00 22.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 11.  Input Launch Manifest Matrix for PF0248.

lll.  Defining Output Metrics

As mentioned earlier, key information output by GAST for each point design is a mass, power, arsti co
budget for the cluster and for each module in tluster. In addition, crucial to the evaluation asedection of
potential F6 designs is the output of user-defimesdrics that characterize performance attributiesthe present
trade study, sixteen objectives are used in thesasgent of potential designs, only one of which sdandard GT-
FAST cost, mass, or power output. Five of thegeabives are described in depth here.

A. Ability to Achieve Incremental, Independent-Order Launches

One objective of the F6 fractionated spacecraftesysconsidered here is demonstration of the abiftyhe
design to accommodate incremental buildup in cdipabind independence of launch ordeThis objective, named
O, is directed toward allowing System F6 to dematstattributes of flexibility and responsivenesst timay be of
interest to future customers of fractionation.

To capture the performance of a particular desigh vespect to this objective, quantified is thenoer of
unique orders in which a given design can be laethahith the restriction that the launch order rmadtlaunch a
payload before an SSR, MDP, and high-bandwidth diowrnit are already on-orbit (or contained in tseme
launch as the payload). This restriction is hermed the “functional payload rule” and resultailaunch order not
being counted unless payloads can be operatioral threy reach orbit. The more usable launch orithertsexist
for a design, the greater its score is accordirtgisoobjective.

To illustrate more clearly how this objective isygquuted, Fig. 12 shows the two possible launch sréterthe
PF0248 example design. In this case, the laundér @n the left is not counted toward thg SBore since both
payloads are launched before an SSR is availabt®twh However, in the launch order on the right payloads
can begin operations soon after launch since the I8 been pre-launched. Thus, the score for BFDRthis
category is @= 1. This value is actually the median scoreafbB,190 designs in the trade study; the mearsis O
1.54, the minimum is £= 0, and the maximum iss& 72 (for the fully fractionated design).
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Figure 12.  Application of the Q; objective on PF0248.

B. Short Time to Operational Capability

Another objective of interest, named, @ minimization of the time required to reach mati®nal capability for
the F6 system, constrained by the requirementtiteafirst launch be within four years of progrararét  This
objective is quantified by counting the minimum rienof launches required for a given design toheacinitial
operational capability with one or more payloadthaiit violating the functional payload rule mengdnin Sec.
llILA. A low score for Q is desirable, and this imposes an inherent pemaltiighly fractionated designs. For
example, in a fully fractionated design where eachlule is launched separately, the minimum numbkumches
is four. The score for PF0248 is © 2 (both launches must take place for operaticaghbility to be reached).
The median score for all 3,190 designs is=2, the mean is £©= 1.84, the minimum is O= 1 (for example, a
monolith), and the maximum is;& 4 (e.qg., for fully fractionated designs).

C. Relevance to Prospective Fractionation Customer

A third objective of the F6 demonstration programad demonstrate the relevance of the fractionspedecraft
approach for future users. Since these futuresusiressentially be providing payloads, it isseaable to believe
that the most relevant design to them would bewitie a dedicated payload module (in other worddesign in
which the payload is alone in its own module, wilie other supporting components in one or moreragpa
modules). This notion gives rise to a third ohjext quantified through objective ;6) which is the minimum
number of non-payload components accompanying &adyfor a given design. This effectively captutke
degree of payload isolation, andsQaries from @; = O (for designs incorporating a dedicated payloatiule,
such as PF0248) to,©= 4 (for example, for monoliths), where low valaes preferable. The median value gf O
for all 3,190 designs is{@= 0, and the mean is,©= 0.36."

D. Ease of Accepting New Components

A key flexibility-related metric is the ease witthish new components can be added to the clustee désire
to launch a new component may stem, for exampben increases in market and capability demand aitedoitity
of technology upgrades and enhanced capabilitiedesrable characteristic is for the cost of addihgse
components to be low.

The metric chosen here to represent the ease wiithva design accepts new components is the avecsg®f
adding or replacing a component of the clusteris Tietric, named @ or Cauarepiace @S defined in Eq. (5), considers
the fact that a given single componérdan be added to the cluster in one of two prdctiess. First, the user
could choose to launch the needed component asfpantnodule that is a duplicate of one that isady on-orbit.
This strategy takes advantage of the fact thatesearch, development, test, and evaluation (RDT&fs)s are
incurred since the module has already been mamuéatbefore. The cost to implement this optiorefected as
Ci edsiing IN Eq. (5). The second option for the user isitoply launch a module with the single componethiat is
needed (for an example of a single-component modeke Module #3 in Fig. 5). This strategy takegathge of
the low cost associated with a small, single-conepobmodule but has the disadvantage that, unlesstdule had
been developed for the original cluster, RDT&E saste incurred. The cost of this optiorCigparate IN EQ. (5).

™ This is an interesting result, since it highlightte fact that over 50% (actually, 71%) of the B,J®ssible
designs have the characteristic of payload isaidfie., a dedicated payload module).
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The Cadrepiace Metric is based on the idea that a us
would prefer the lowest-cost option when it comes 700
adding or replacing a single component. Howeviaces 5 5 : |
it is not obvious which components will require Hide ' ' '
or replacement in the future, the average is takenm all GO0 F----4----- s ChoSoEaGE BoanCss -
the n possible components of the lowest-co : : '
addition/replacement options. This is reflectedem (5), . . ,
and this metric is evaluated in GT-FAST for eactthsf S00 F---- Ao o .
3,190 designs considered. These can be formedain

o 1 1
histogram, shown in Fig. 13. In this particulaoigem, =
the MiNIMUMCagrepiace is $42.5 million and the maximury @ 400 - - 1=~~~ o oo 7
is $83.5 million, with a median of $52.2 milliorlf only = E :
this objective were considered, a fully-fractiormhtiesign & 200 : !
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An important advantage to a fractionated spacecsal
its inherent robustness to external threats. Tegde a  Figure 13.  Histogram of Caggreplace Metric.
measure of this objective, named;sOa score is
formulated which reflects the expected degree wu
functionality for the cluster after it is subjeotfailure of an
entire module (which could be caused, for exampie, a00
orbital debris strikes or anti-satellite missiléaaks). For
example, if both payloads are lost when a moduilg, fdnen 800
it is assumed that functionality is effectively aerlf only
subsystem components are lost (for example, the stite
recorder, the high-bandwidth downlink unit, etdhen a
lesser degradation is imposed. When this metric
computed, the loss of each module is consideretieto « BO0
equally probable and is equally weighted in detaing the
expected functionality score after a module failuttee
value of the @; functionality score is always between zel
and unity.

The Qs = 0 value occurs for monolithic spacecra
where the loss of a module is also the loss othhster. In
this study, a design with©= 1 is of course never found
the maximum performance value for this objectiv®js =
0.54 for fully fractionated designs with two payiisa This 200
result itself is quite interesting in that it ingdi that a fully
fractionated spacecraft on average might be expeitie 100
retain over half its functionality if a module i®st at
random, which is quite a benefit over a monolith 1]
spacecraft. For this metric, the median and mesre wuite 0 0.2 0.4 0.6 0.8
close at 0.42 and 0.41, respectively. For refeertice Functionality Score
PF0248 design scores rather low in this categoityy @5
= 0.23; this is largely due to the placement ohlmayloads ~ Figure 14.  Histogram of Qs robustness to
in the same module, since the cluster will haveugity no threats functionality score metric.
functionality if one of the three modules is lost.
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F. Other Objectives

The five quantified objectives above are only exEsp
of the total 16 objectives used in the followingde space
exploration. One of the most obvious objectives r
discussed was total program cost, a histogram o¢hnis
shown in Fig. 15. Total program cost is a corepoubf
GT-FAST and did not need to be programmed as & u
specific output. Details on the cost estimatiosuagptions
and procedures can be found in Ref. 3.

Table 3 summarizes the 16 objectives consider
These objectives were the result of an extens
brainstorming session, and although each is defiveddin
a conceptual and qualitative sense, not all carebelved
guantitatively to a level of fine detail with theziag
information available from GT-FAST. In the caseeajht
objectives, fine resolution is available similar ttee five
described earlier. In the case of four objectivemrse
resolution is given based on qualitative considenat (for
example, programmatic risk is likely correlated hwil
complexity in terms of the average size of modaled the

Murnber of Designs
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a00
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100

number of modules that must be developed, but xaete 1]

correlation is unclear at this stage and is dividety into el cul — =0 =
categories of low, medium, and high risk). Insuént UL [EL O ERTEL
information existed for the evaluation of the finfalur ) ]

objectives, and these were not analyzed. Figure 15.  Histogram of F6 Program Cost.

The rightmost column of Table 3 provides the retati

weighting assigned to each objective based on #mview session using an analytic hierarchy progagsP)

prioritization matrix.

For example, this columnosis that relevance to potential fractionation comcs is the

highest-priority objective. Note that a weightirsgnot given to total program cost because thieabje will be

displayed separately on the second axis of a P&@tbplot in the trade space exploration; theghi&ngs shown
here will only be used to aggregate all non-cogéailves into a single “performance” or “effectivess” score.
Also note that the fact that four objectives areegnlvable at this stage is accounted for by giuilegtical scores to

every design in those categories (i.e., not bygagsy a weight of zero).

Table 3. Summary cf the 16 objectives considered for this trade spaexploration.

Objective : Weighting
NG, Name Resolution (x 100)
1 Availability Not Available 1.4
2 Ground Signature Minimization Coarse 3.5
3 Payload/Mission Performance Coarse 4.3
4 Low Total Program Cost Fine N/A
5 Low/Diversified Programmatic Risk Coarse 51
6 Ability to Achieve Incremental, Independent-Ordeunches Fine 1.9
7 Short Time to Operational Capability Fine 15
8 System Longevity Not Available 4.5
9 Manufacturability & Testability Fine 4.7
10 Ease of Accepting New Components Fine 7.5
11 Ease of Changing Cluster Configuration Not Aafalie 8.4
12 Reprogrammability & Functional Reconfiguration otMwailable 11.1
13 Relevance to Potential Fractionation Customer neFi 13.2
14 Robustness to Failure Coarse 12.7
15 Robustness to Threats Fine 6.0
16 Extensive Technology Demonstration Fine 10.3
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IV. Visualizing the Trade Space

Having computed the sixteen metrics shown in T&8Hier each of the 3,190 designs in the definedetrsmhce,
the problem exists of how to filter and plot thegalin a way conducive to selecting desirable dessaémnd observing
trends. A multitude of techniques exist, and bynmeans are the methods presented here the onlypossible.
However, we have found these to be intuitive arigftketo the exploration of the F6 trade space.

The approach of this analysis makes extensive uBareto frontiers (or fronts), which allow for rd#ication
of non-dominated solutions in an objective spate.the representations that will be shown, eachgdewill be
represented by a point whose coordinates are tlhies/af two objectives associated with the desighe Pareto
front is the set of points which are non-dominatedhe objective space (i.e., at a non-dominateidtpd is
impossible to find another design that improve®bjéctives simultaneously). This approach hasath@ntage that
it helps narrow the trade space significantly avalds the naming of a single optimum solution, Whixy definition
does not exist for a multiobjective problem. Kaprovides helpful visualizations which allow itiéination of the
“knees” of Pareto fronts, if they exist.

One disadvantage of Pareto fronts is that theykijuliecome unwieldy and difficult to visualize &etnumber
of objectives being tracked increases past twoovescome this limitation, the second part of #mslysis uses the
Technique for Order Preference by Similarity toald8olution (TOPSIS) to aggregate all non-cost @bjes into a
single “performance” or “effectiveness” metric (fsgous to the effectiveness parameter in the tdoggdrontier
approach of Ref. 8). Although there are alwaysthtions whenever multiple objectives are combingd a single
metric, we find this useful in identifying sevetaghly desirable designs. It is worth noting thatvhere in this
analysis do we identify a definitive optimum desidme to the multiobjective nature of the problene; it our
discussion to noting several promising designs enplortantly, the relevant characteristics comnwthem.

A. Basic Two-Objective Pareto Fronts

1. Minimum Launchesto Operational Capability vs. Feas ble Launch Combinations

Figure 16 shows an interesting Pareto frontiehim @ vs. Q objective space. Recall that @presents the
number of feasible launch combinations (i.e., trtbs¢ do not violate the functional payload ruledl & represents
the minimum number of launches required for ariaghdperational capability. The user would prdfemaximize
Os and minimize @ all other things being equal, so the ideal sotutiould be in the bottom right corner of Fig. 16
and the Pareto front (the red line) has a posgiope. In part, what this Pareto front indicaethe inherent design
trade between maximizing the number of possibledhuorders and minimizing launches to initial opieral
capability. If the designer wishes to have opergti capability after one launch, it is impossitdeachieve more
than three feasible launch orders. If the desigrighes to be able to choose from 72 possible landers, then
the minimum launches to initial capability cannetless than four.

Recall also that each blue “x” in Fig. 16 representlesigri!” Thus, this allows for the identification of desig
on the Pareto front (also called Pareto-optimaltsmis). At the location marked as A in Fig. 16, designs exist
which have three feasible launch combinations asthgle launch for initial operational capabilit¥one of these
designs is PF0031, shown in Fig. 16. This desrgns all essential components into a single mokwieched on
a dedicated launch vehicle (allowing for the sidglanch initial capability) and the remaining twongponents on
their own dedicated modules, each of which havimgrtown dedicated launch vehicle (allowing for tiplé
feasible launch combinations). At the other exwerat the location marked as D in Fig. 16 sits fiiéy-
fractionated design with six dedicated launche® (thaximum possible), allowing for the maximum poesi
feasible launch orders but simultaneously requigihgpast four launches for an initial operatiocapability. The
progression from A to D can be seen in examplegdssat locations B and C as shown in Fig. 16. Heére
usefulness of the Pareto front approach shouldds o that it identifies the set of best designdesigner could
choose; if a designer were only interested in tea@ Q objectives, he should choose one of the designs (a
indicated by Fig. 16) at the A, B, C, or D locagon

2. Ease of Accepting New Componentsvs. Total Program Cost

Figure 17 shows a particularly interesting Paredatfer in the @ vs. Q, objective space. Recall tha 8 the
total program cost andQis the average cost of adding or replacing a corapbof the cluster. The user would
prefer to minimize both ©and Q, all other things being equal, so the ideal sotutivould be in the bottom left

™" For the discrete outputs of Fig. 16, many diffémesigns might have the same combinationg&@ G, so the
“x” marks overlap and 3,190 distinct marks are visible.
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corner of Fig. 17 and the Pareto front (the red)limas a negative slope. In part, what this Pdreid indicates is
the inherent design trade between minimizing thtaltprogram cost and minimizing the average cost of
replacement; that is, an additional investment rbesmade up-front in the form of total program dbshe user
wishes to reduce the cost of replacement.

Recall also that each blue “x” in Fig. 17 represeatdesign, again allowing for the identificationRareto-
optimal designs. At the location marked as A Besonolithic spacecraft design that excludes Phg (hore
massive and more costly paylodtf). Design A has a very low total program cost bsbdlas the highest average
cost of adding a component since the addition @braponent requires the launch of a new monolithacecraft.
For the small added cost of an intra-cluster wa®lanit (i.e., the creation of a “fractionatabledmolith), Design B
has a $20 million reduction in the average cosidifing a component since the option exists to semall single-
component modules instead of a new monolithic spafte Design C is interesting because it liea &ery distinct
“knee” on the Pareto front and has both a low papgicost and low average component replacement ddss
design fractionates the payload and solid staterdec each into single-component modules but perthi¢ 24/7
communication unit, high bandwidth downlink unifidamission data processor to remain in the sameil@pthis
particular compromise between the economies ofesoélthe traditional monolith and flexibility of éhfully
fractionated spacecraft presents an appealingrdé®io the perspective of objectiveg @hd Qo. Designs D and
E, each of which is fractionated among more modutes Design C, have slightly lower costs of adding
components but are significantly more expensiveeteelop and field.

B. Pareto Fronts involving TOPSIS Scores

In contrast to Figs. 16 and 17, which considerdg two objectives at a time, Figs. 18 and 19 agaregll non-
cost objectives into a single score and plot thges against total program cost for each of th@@designs. To
create this score, the TOPSIS multi-attribute decisnaking technique is used, and objective weingjgtiare taken
from Table 3. As a result, the designs that wal identified on the Pareto fronts in Figs. 18 artd ate
predominantly “compromise” solutions that performlin many categories but perhaps are not the ibeahy
single category.

The Pareto front in Fig. 18 exhibits several indérg characteristics. The lowest-cost design,nieaolithic
spacecraft carrying only PL2 as a payload, ancth@$’areto front in the bottom left. The desigthwvtihe highest
TOPSIS score, the fully fractionated design witdidated launches and both payloads, anchors thetdPfaont in
the top right. Interestingly, the TOPSIS scoreéases dramatically at a program cost about $1@®m#bove the
anchoring monolithic spacecraft; the design atkiiiee of this segment of the Pareto front is PL287B2 a three-
module design in which all three modules launchirensame vehicle. To the right of PL2-PF2874 atelssigns
that offer incremental improvements in TOPSIS sdoresignificant increases in program cost. Théssigns can
be grouped into two families of designs, as oudibyg red and blue boxes in Fig. 18. Each family Aa&common
module configuration and has variations only in thanber of launch vehicles. The final two Pargttiroal
designs are fully fractionated designs which offigmnificant TOPSIS score increases (and value @octistomer)
but at significant costs. One remark to make igtgbint is that Fig. 18 has effectively narrowbe trade space of
3,190 designs to just eleven designs (a reductianfactor of 290).

One limitation of the Pareto-optimal designs idéedi in Fig. 18 is that many of them (particulathe lower-
cost options) are single-launch solutions, whichbpbly do not meet the expectations of DARPA fog #6
program. Another limitation is that most of thdareto-optimal designs include only a single pajjamnother
attribute that probably does not meet DARPA’s exons. Figure 19 shows the results of filtermg these
undesirable cases, i.e., cases with only one laancbnly one payload. The resulting Pareto frantshifted
somewhat to the lower right compared to the firshf, and a major difference is that the lowest-opsion is now
above $300 million, whereas it was about $250 orillin Fig. 18. This lowest-cost option is PFO73a0two-
module, two-launch design, and the highest-TOP8tBesdesign remains as the fully-fractionated desigth
dedicated launches. An interesting knee in thiwewccurs at a cost of $340 million: The PF0248igh, the
example design carried through examples earliethia paper, is a two-launch solution with the digant
advantage of a module dedicated only to carryindopas, meaning PF0248 performs well in the heawvdyghted
category of relevance to potential fractionatiostomers. PF0248 also has average performance/énasether
categories and, along with a low cost, makes aralpy option. Significantly, PF0248 is identitalthe PL2-
PF2874 design at the knee of the curve in Fig.xt@m that (1) PF0248 includes both PL1 and PL2(2h&F0248

¥ n fact, the three designs that can be seen wiéplacement cost above $75 million are the threeatiths (one
with PL1 only, another with PL2 only, and the thwith both PL1 and PL2).
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launches on two launch vehicles instead of oneesgHdifferences are identical to the constrainfsosad on Fig.
18 to result in Fig. 19, and so it is interestihgttthe design at the knee of the Fig. 18 Paretu fs nearly the same
as the design at the knee of the Fig. 19 Paretd.frégain, however, it is not claimed that PFO24&he “best”
design since Fig. 19 shows that higher TOPSIS scare possible with the expenditure of additionalds on the
total program cost; the designs that achieve thégleer scores gradually consist of more modules awode
launches, eventually leading to the highest-scdiliyg fractionated design mentioned earlier.
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Figure 16.  Pareto front between objectives £and O;.
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V. Conclusions

This paper has presented the application of thediedech F6 Architecture Synthesis Tool (GT-FA%d the
exploration of the System F6 trade space. Comtiightanalysis of the architectural trade spacelfiteras
presented, providing a theoretical contributionli@aple to future analyses and clearly showingekyglosion of the
size of the trade space as the number of fracit@tomponents increases. Several output metficgerest to
this study were defined, and next Pareto fronteewusied to visualize the trade space. The firspfsitese Pareto
fronts allowed direct visualization of one outpgaanst another, and the second set presentedrcdise dorizontal
axis and on the vertical axis a TOPSIS score aggireggthe performance characteristics of 15 ofltG@bjectives.
These techniques allowed for the identificatioa dfandful of Pareto-optimal designs from an orippol of 3,190
designs.

A. Selecting a Design

Some of the most interesting and practical conohssare derived from the Pareto fronts in Figsad® 19. In
both of these figures, there are large gains in SISRcore (which can be considered a performane#emtiveness
metric) associated with small increase in prograst above the minimum-cost design. This is espg@sident in
Fig. 18. Following this initially steep rise isshallow-slope region extending for $100-150 millibefore the
Pareto front slope becomes steeper again as thplexomand costly fully fractionated designs are apphed. In
this shallow-slope region, complex interactionssexdmong the various low-priority objectives to masome
designs marginally more preferable than othersthia region, many designs have similar overall grenfince
characteristics and designs are thus more diffitultlistinguish on this basis, particularly considg that the
objective weightings (see Table 3) are likely taalbéeast moderately dependent on the customer.

Perhaps one of the more appealing designs is PF24&nee of the Pareto front in Fig. 19 (a desigich is
also related to the PL2-PF2874 design at the kmé&égi. 18). PF0248, also the example design cathiemigh this
paper, is a two-launch design with the significadivantage of a module dedicated only to carryingopals,
meaning it performs well in the heavily-weightedtecpry of relevance to potential fractionation onstrs.
PF0248 also has average performance in several cdltegories and, importantly, has one of the loyesgram
costs.

Additionally, regardless of decision-maker prefaenfor any particular design, this analysis hggurad the
competing effects associated with increasing theber of launches for a particular architecture. ilgVithe
additional launches are desirable in order to destnate the ability to field the architecture incesrtally and on
launches that are order-independent, they alse@aser the time it takes to finish fielding the systas well as
increase cost. This analysis has also capturegdteatial advantage to dedicating one or moredaes to modules
containing components nonessential to initial opemal capability, such as a second payload or 24/7
communications unit. A strategy such as this aldmitial operational capability to be reached isirgle launch
(for example, if all essential components are @nfittst launch) while also providing other launclassopportunities
to demonstrate the ability to add infrastructurenponents or payloads. However, this analysis Isxsravealed
that decisions such as this must be traded agaitsttial cost and flexibility implications; in trease of PF0248,
had the 24/7 communication unit been placed in dicdéed module instead of the SSR, the total progeast
would have been $50 million higher and the averagt of adding a component would have been $7anitiigher.

B. Potential Future Work

A number of avenues for future follow-on work exigtirst, the combinatorial analysis presented leneot
easily applicable to scenarios with complex comssgtheDg + Ds + Ds scenario here was relatively simple), and it
also overcounts the number of possible design&afdomponents are not distinct (e.g., if there werde two
indistinguishable SSRs in a cluster). Second,rigss of whether a combinatorial theory is ava@db count the
number of possible designs, the task still existsaw to efficiently enumerate them; the algoritilhastrated by
Fig. 9 works quickly for relatively small valuesidfbut quickly becomes time-consuminghgicreases.

In terms of the trade space exploration procekgl@iul next step would be the analysis of a caised Super-
SEA withN > 6 (perhaps at abodit = 9) to allow consideration of redundant composernilong with this should
come refinement of the objective weightings andssessment of the sensitivity of the TOPSIS-baseet®fronts
to these weightings (the pure two-objective Paftetiots in Figs. 16 and 17 are of course unaffecté@)other area
of future work is the refinement of the objectivetnics themselves and increased resolution onlijeetives listed
with “Coarse” or “Not Available” resolution in TadbI3.

Overall, this paper has contributed theoretical pratttical processes and results toward the systzatian of
future decision processes for fractionated archites. All of the processes and theoretical dgreknts here are
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applicable to future fractionated architecture gsed and decision processes, and the data genbexegresents
some relevant and interesting conclusions for gmiqular case of the System F6 demonstrator spafteclt is
hoped that the ideas presented here find use wifilneers and decision-makers considering fractemhaystems in
the future.
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