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TERMINAL LANDING GUIDANCE LAW USING ANALYTIC
GRAVITY TURN TRAJECTORY

Seungyeop Han *, Koki Ho †

This paper introduces the terminal landing guidance law based on the analytic so-
lution of gravity-turn trajectory. Characteristics of the derived solution are inves-
tigated, and the solution is used for the generation of a reference two-dimensional
vector field that satisfies terminal landing conditions. In addition, the vector field is
further expanded to consider ground collision avoidance as well as three-dimensional
problem. A nonlinear control law is applied to track the reference vector efficiently
within a finite time. The effectiveness of the proposed method is demonstrated
through nonlinear numerical simulations, and performances are compared with
existing methods.

INTRODUCTION

Moon and Mars explorations have intrigued many researchers for a long period of time. From the
past to the present, numerous projects related to these explorations have been launched and vigor-
ously studied. Among many projects, the representative projects would be Apollo and Artemis mis-
sions for lunar exploration, and Opportunity, Curiosity, and Perseverance missions are well-known
projects for Mars exploration.1, 2 The aforementioned projects have to safely land their sophisticated
lander or rover to conduct exploration missions. Therefore, many works on the powered descent and
final soft landing method of the lander using a thruster have been studied. Furthermore, there are a
number of studies on the landing method of lifting bodies using a thruster while taking advantage
of its lifting body.3, 4 In order to achieve a safe landing at the desired landing site, it is important to
design proper terminal landing guidance law.

Most works can fall into two groups: 1) computational guidance and 2) classical feedback guid-
ance. Methods in the former group reconstruct the landing problem as an optimization problem and
solve the problem numerically. One representative approach is the fuel optimal problem through
convex programming with aid of lossless convexification on thrust constraint.5 The extended work
has demonstrated that a fuel optimal trajectory can be obtained within a short period of time under
limited onboard computation power.6 Yet another famous approach for solving the fuel optimal
problem is using the optimal control theory.7 This method converts the landing problem into a
multivariable root-finding problem via optimality conditions, which enables solving the problem
quickly.

There are many different approaches to feedback type guidance methods. The three most well-
developed approaches include polynomial guidance used for the Apollo program, gravity turn guid-
ance for the Surveyor and Phoenix program, and zero-effort-miss & zero-effort-velocity (ZEM/ZEV)
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guidance.8–11 Among many variants of polynomial guidance, the guidance law using a third-order
polynomial for each axis control has been introduced.12 The method can effectively handle a pin-
point landing for the preferred initial condition, but the effectiveness of the method is not verified
for general cases. Many works using ZEM/ZEV have been done to make the original ZEM/ZEV law
suitable for the landing problem. Multiple waypoints ZEM/ZEV method shows the fuel-efficient tra-
jectory while satisfying state constrain.13 Another modification introduced a constant-thrust phase
in addition to the ZEM/ZEV guidance law to shape the curvature of trajectory.14 The guidance law
using a gravity turn trajectory has been published to handle the soft landing of two-Dimensional
planar motion.9, 15 The extended work adopted a nonlinear control theory to make the logic more
effective.16 Another extended study developed the concept to explain the logic of three-dimensional
motion.17

The logic of this paper can be classified as feedback guidance using the solution of gravity turn
trajectory. The trajectory is beneficial to meet obstacle avoidance constraints as well as secure the
sensor field of view availability due to its concave down shape. In addition, the direction of the
thrust vector will be aligned with the local gravitational direction at the last moment. Therefore, it
ensures the correct attitude of the vehicle meaning that the lander stands upright after landing. The
proposed law also guarantees the finite time error convergence with robustness against disturbances.
Unlike most previous works, it is closed-form and does not require any online optimization, so it is
suitable for practical systems with limited computational power.

The rest of the paper is organized as follows. First, the paper reviews the analytic solution of
gravity turn trajectory and explains how to compute the desired descent velocity vector based on
the solution. Based on the results made previously, the paper presents the velocity vector tracking
control law that guarantees finite time convergence and has robustness against disturbance. Then,
the effectiveness of the proposed method is demonstrated through 3-Dimensional nonlinear numer-
ical simulations under various three representative scenarios cases, and performances are compared
with existing non-iterative methods.

ANALYTIC SOLUTION OF GRAVITY TURN TRAJECTORY

The terminal phase, which is the last phase of EDL, shows different dynamic characteristics
compared to other landing phases. During the terminal landing phase, the altitude, as well as the
velocity of the lander, are relatively low. Therefore, some reasonable approximation can be applied
to derive the analytic solution. The goals of this section are to obtain the analytic solution for the
approximated gravity turn trajectory and to investigate the useful properties for guidance law design.

Equation of motion for the lander

Referring to Figure 1, the local reference frame L with basis vector {x̂L, ŷL, ẑL} is fixed with
respect to the ground surface, and the landing site is set to be the origin of the frame without loss of
generality. For the terminal phase case, the non-inertial frame can be ignored and the gravitational
acceleration can be reasonably considered as a constant, respectively. Then, the three-dimensional
point-mass equations describing the motion of the lander can be written as follows,

m ˙⃗v = T⃗ +mg⃗ + d⃗ (1a)

˙⃗r = v⃗ (1b)
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ṁ = −α∥T⃗∥ (1c)

where v⃗ is the velocity vector of the lander, r⃗ is the position velocity vector of the lander, T⃗ is the
net thrust vector, g⃗ is the local gravitational acceleration vector, d⃗ is the total disturbance vector, m
is the lander mass, and α is a positive constant describing the fuel consumption rate.

Figure 1. Terminal Phase Landing Geometry and Planar Motion

Analytic Solution of Powered Descent Gravity Turn Trajectory

The gravity turn trajectory is the trajectory where the gravitational force is a major force that
changes the flight-path angle, and this can be achieved simply by aligning T⃗ to v⃗. In this case, the
motion becomes two-dimensional planar motion as in Figure 1. It is well-known that the optimal
thrust profile minimizing fuel consumption is bang-off-bang control, and the profile has at most two
switches between the min-max control bounds.7 Therefore, applying near-maximum deceleration
would require less fuel usage while giving additional margin to correct guidance errors and over-
come unknown disturbances. If the lander applies constant thrust acceleration and the disturbances
are ignored, then the equations for planar motions become

dv

dt
= −βg − g sin γ (2a)

v
dγ

dt
= −g cos γ (2b)

dx

dt
= v cos γ (2c)

dz

dt
= v sin γ (2d)

where β ≡ T/mg is the constant normalized acceleration (thrust to weight ratio) due to the near-
maximum thrust, g is the norm of g⃗, γ is the flight-path angle, x is the downrange and z is the height
of the lander along the planar motion.
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Note that the γ and t show the monotonic relation, so the change of the independent variable of t
to γ can be done by dividing Eqs. (2a), (2c), and, (2d) by Eq. (2b) as follows18

dv

dγ
= v tan γ + β sec γ (3a)

dt

dγ
= −v

g
sec γ (3b)

dx

dγ
= −v2

g
(3c)

dz

dγ
= −v2

g
tan γ (3d)

The analytic solution of Eq. (3) is known as follows.18

v (γ) = C sec γ (sec γ + tan γ)β (4a)

t (γ) = t (γ0)−
C

g
[Ft(γ)− Ft(γ0)] (4b)

x (γ) = x (γ0)−
C2

g
[Fx(γ)− Fx(γ0)] (4c)

z (γ) = z (γ0)−
C2

g
[Fz(γ)− Fz(γ0)] (4d)

where γ0 is the initial flight path angle, C is the integration constant defined as

C =
v (γ0)

sec γ0 (sec γ0 + tan γ0)
β

(5)

Ft, Fx and Fz are the indefinite integral as

Ft (γ) =
1

β2 − 1
(β sec γ − tan γ)(sec γ + tan γ)β (6a)

Fx (γ) =
1

4β2 − 1
(2β sec γ − tan γ)(sec γ + tan γ)2β (6b)

Fz (γ) =
1

4β2 − 4
(2β sec γ tan γ − 2 tan2 γ − 1)(sec γ + tan γ)2β (6c)
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Characteristics of Powered Descent Gravity-Turn Trajectory
19 Before applying the solution for guidance law design, it is important to understand the prop-

erties of the solution trajectory. Without loss of generality, a flight path angle is assumed to be
γ ∈ [−π

2 ,
π
2 ] only for analysis purposes.

Characteristic 1: Along the trajectory, the flight-path angle γ converges to −π/2 so the thrust
direction becomes parallel to the nadir.

Proof: Let Γ ≡ γ + π/2, then Γ2 > 0 for Γ ̸= 0 and Γ2 = 0 for Γ = 0. The time derivative of
Γ2 along the trajectory is

d

dt
Γ2 = −2

g

v
Γ sin Γγ̇ (7)

from Eq. (2b) meaning that Γ̇2 < 0 for Γ ∈ (0, π). By the Lyaponov stability theorem, Γ → 0 or
equivalently γ → −π/2 as t → ∞. Therefore, an upper limit value of γ for the solutions Eq. (4) is
−π/2, and both velocity and thrust direction become parallel to the nadir as descend.

Characteristic 2: Along the trajectory with β > 1, v → 0 as γ → −π/2+ within finite time.
Consequently, downrange as well as altitude variation are finite.

Proof: For a ≥ 0, b > 0, following identity holds

seca γ(sec γ + tan γ)b =
(1 + sin γ)b(1− sin γ)b

cosa+b γ(1− sin γ)b
=

cosb−a γ

(1− sin γ)b
(8)

Then limit value of Eq. (8) when b− a > 0 is

lim
γ→−π

2
+

cosb−a γ

(1− sin γ)b
= 0 for b− a > 0 (9)

The Eq. (4a) belongs to the particular case of Eq. (8) with a = 1 and b = β > 1 by assumption,
hence v → 0 as γ → −π/2+. On the other hand, the following trigonometric inequalities hold

0 ≤ | tan γ| ≤ | sec γ|, 0 ≤ | tan2 γ| ≤ | sec2 γ|, 0 ≤ | sec γ tan γ| ≤ | sec2 γ| (10)

for γ ∈ (−π
2 ,

π
2 ). One can make the lower and upper bound of Eq. (6) be the particular case of

Eq. (8) using Eq. (10). Then, the limit value of Eq. (6) can be obtained by applying the squeeze
theorem.

lim
γ→−π

2
+
Ft (γ) = lim

γ→−π
2
+
Fx (γ) = lim

γ→−π
2
+
Fz (γ) = 0 (11)

These imply that variation of time, downrange, and altitude is finite during the gravity turn phase, if
β > 1. In other words, v → 0, γ → −π/2 within finite time, and the terminal value of Eq. (6) can
be simplified as follow

xf = x0 +
v20

(4β2 − 1)g
(2β cos γ0 − sin γ0 cos γ0) (12a)

zf = z0 +
v20

(4β2 − 4)g
(2β sin γ0 − sin2 γ0 − 1) (12b)
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tf = t0 +
v0

(β2 − 1)g
(2β − sin γ0) (12c)

where subscript 0 implies the initial states and subscript f means the final states (when v = 0),
respectively.

TERMINAL LANDING VELOCITY VECTOR FIELD

Referring to Eq. (12a) and Eq. (12b) and treating xf and zf as the desired landing location give
the two nonlinear equations described by initial states (x0, z0, v0, γ0) and trajectory parameters (β,
g). For fixed values (xf , zf , g), the number of equations is only two compared to five variables (x0,
z0, v0, γ0, β), which is an under-determined problem, and the paper choose v and γ as representative
parameters. From now on, we will omit the subscription 0 for readability. Then the nonlinear state
equations can be re-expressed as follow

fx(v, γ, β, xgo) = (4β2 − 1)xgo −
v2

g
(2βcγ − sγcγ) (13a)

fz(v, γ, β, zgo) = (4β2 − 4)zgo −
v2

g
(2βsγ − s2γ − 1) (13b)

where xgo ≡ xf − x, zgo ≡ zf − z, cγ ≡ cos γ, and sγ ≡ sin γ. Note that there are infinitely many
solution sets {v, γ, β, xgo, zgo} satisfying fx = fz = 0, but it turns out that v and γ are uniquely
determined for specific xgo, zgo, and β > 1, and this relationship will map a velocity vector field.
In this section, the vector field will be elucidated.

Uniqueness and Existence of Desired Velocity Vector

From Eq. (13a), the proper range of γ can be determined by sign of xgo, and the paper assumes
xgo ≥ 0 or equivalently γ ∈ [−π

2 ,
π
2 ] only for simplification of derivation.

Case 1: xgo ̸= 0

Rearranging fx(v, γ) = fz(v, γ) = 0 defines single-variable function h(γ) with κ ≡ (4β2−4)zgo
(4β2−1)xgo

h(γ) ≡
2βsγ − s2γ − 1

2βcγ − sγcγ
− κ (14)

By the assumption κ is bounded, and h(γ) → ∞ as γ → π
2
− and h(γ) → −∞ as γ → −π

2
+.

Derivative of h(γ) with respect to γ is

dh

dγ
=

3(β − sγ)
2 + β2 − 1

(2βcγ − sγcγ)
2 (15)

and it turns out to be strictly positive. The intermediate value theorem with strict monotonicity of
h(γ) guarantees the unique solution γ∗ that makes h(γ∗) = 0. Due to the monotonicity of h(γ),
any single-variable numerical root-finding method can obtain an accurate solution within a few
iterations. Note that the following equation gives a good enough initial guess.

γ(0) = tan−1

(
zgo
xgo

)
(16)

6



Once γ∗ is determined, then v∗ can be computed by original equation as follows

v∗ =

√
(4β2 − 1)gxgo
(2β − sγ∗)cγ∗

(17)

Case 2: xgo = 0
The condition xgo = 0 means cγ∗ = 0, which implies that either γ∗ = π

2 or γ∗ = −π
2 . The

correct solutions are obtained as follows, which are identical to that of one-dimensional constant
acceleration motion.

(v∗, γ∗) =

{(√
2(β + 1)gzgo,

π
2

)
, if zgo ≥ 0(√

−2(β − 1)gzgo,−π
2

)
, if zgo < 0

(18)

Once v∗ and γ∗ are obtained, v∗x = v∗ cos γ∗ and v∗z = v∗ sin γ∗ are computed for later control
usage. Like the case of subscription 0, ∗ notation will be omitted if it is clear from the context.

Properties of Velocity Vector Field

In this subsection, we will investigate the overall properties of the velocity vector field derived in
the previous subsection.
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Figure 2. (a) Velocity Vector Field and (b) Positional and Acceleration Sensitivity

Characteristic 1: The trajectory of a vehicle along the vector field is concave down about the
landing position, meaning that the vehicle always flies over the line of sight(LOS) vector as shown
in Figure 2. This property is appropriate for the lander since it helps avoid hazardous obstacles
around the landing area and secure the visibility of camera field of view.14

Proof: Comparing zgo/xgo and sγ/cγ gives

sγ
cγ

− zgo
xgo

=
sγ

(
4β2 − 4

)
(2βcγ − sγcγ)− cγ

(
4β2 − 1

) (
2βsγ − s2γ − 1

)
cγ (4β2 − 4) (2βcγ − sγcγ)

=
4β2 + 3(β − sγ)

2

(4β2 − 4) (2βcγ − sγcγ)
> 0

(19)
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proving that γ is always larger than LOS angle as long as the vehicle is on the trajectory as illustrated
in Figure 2.

Characteristic 2: For constant β, the velocity vector along the LOS vector from the landing site
to the vehicle has identical vector direction (γ∗). Additionally, moving outward along the LOS
vector from the origin increase the magnitude of vector (v∗), and the statements are illustrated in
Figure 2.

Proof: If remaining height to downrange ratio zgo/xgo is maintained by assumption, then so as
the κ introduced at Eq. (14). Therefore, original γ∗ will satisfy the h(γ∗) = 0 regardless of zgo and
xgo variation as long as zgo/xgo is constant. In addition, Eqs (13a) can be rearranged as xgo = c1v

2

for constant scalar value c1 because γ∗ becomes constant by assumption. Therefore, increasing or
decreasing the range from the landing site to the vehicle will increase or decrease the magnitude of
the vector field.

Characteristic 3: For fixed xgo and zgo, variation of β changes v as well as γ of vector-field.
Although detail procedures are omitted, it turns out that larger β makes v larger while γ smaller and
vice versa for fixed xgo and zgo. In other words, the velocity vector field of small β makes a steep
and slow landing trajectory as shown in Figure 2.

On the other hand, following the maximum acceleration (β) = Cββmax trajectory uses less fuel
for landing but there are always initial handover errors from the previous guidance phase and multi-
ple disturbances. Therefore, selecting appropriate Cβ is necessary through environment modeling,
system budgeting, and iterative simulations, and the ratio 0.9 is used for the paper.

Characteristic 4: Let assume that the lander precisely follows the vector field of acceleration β,
then the remaining time until landing is

tgo(β) =
v

(β2 − 1)g
(β − sγ) (20)

and the result is used for time-to-go estimation of the guidance law which will be explained in the
subsequent section. Additionally, due to the constant acceleration level along the trajectory, overall
acceleration usage during landing is βtgo. This could be applied for a feasibility check of the current
landing site, but this is beyond the scope of the paper.

TERMINAL LANDING GUIDANCE LAW

Velocity Tracking Control Law

Referring to Figure 3, the guidance reference frame G with basis vectors {x̂G, ŷG, ẑG} is addi-
tionally introduced and it is defined through a rotation of the frame L with angle θ along ẑL axis.
The value of θ is computed as

θ = atan2 (−ryL ,−rxL) (21)

where rxL , ryL , and rzL are vector elements of r⃗L =
[
rxL ryL rzL

]⊤ which is the vector r⃗
expressed in the frame R. Then the frame transformation matrix from the L frame to the G frame
is simply

TG/L =

 cos θ sin θ 0
− sin θ cos θ 0

0 0 1

 (22)
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Figure 3. Illustration Caption Goes Here

In order to make the lander fly toward the landing site, the desired velocity vector of the lander
v⃗d always resides on the x̂G− ẑG plane, and the magnitude v∗ and the direction γ∗ of the vector are
computed using the value xgo and zgo.

v⃗Gd =

v∗ cos γ∗0
v∗ sin γ∗

 =

v∗x0
v∗z

 (23)

Let e⃗ ≡ v⃗d − v⃗ be the velocity tracking error vector. Then the time derivative of e⃗ with respect to
frame L is computed as

L ˙⃗e = L ˙⃗vd − L ˙⃗v

= G ˙⃗vd + ω⃗G/L × v⃗d − (u⃗+ g⃗ + d⃗)
(24)

where ω⃗G/L is the angular velocity vector of the frame G with respect to the frame L, and the left
superscript on the vector derivative indicates the frame where the derivative is computed.

Next, the way to compute the term G ˙⃗vd and ω⃗G/L will be investigated. By the chain rule of
differentiation, the term G ˙⃗vd expressed in frame G is equal to

G ˙⃗vGd = FvdFrgo v⃗
G (25)

where

Fvd =
1

∂fx
∂v∗x

∂fz
∂v∗z

− ∂fz
∂v∗x

∂fx
∂v∗z


∂fz
∂v∗z

0 −∂fx
∂v∗z

0 0 0

− ∂fz
∂v∗x

0 ∂fx
∂v∗x

 (26a)

∂fx
∂v∗x

=
1

v∗
(
2β(v∗x)

2 + 2β(v∗)2 − v∗v∗z
)

(26b)

∂fx
∂v∗z

=
1

v∗
(2βv∗xv

∗
z − v∗v∗x) (26c)

∂fz
∂v∗x

=
1

v∗
(2βv∗xv

∗
z − 2v∗v∗x) (26d)
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∂fz
∂v∗z

=
1

v∗
(
2β(v∗z)

2 + 2β(v∗)2 − 4v∗v∗z
)

(26e)

and

Frgo =


∂fx
∂xgo

0 ∂fx
∂zgo

0 0 0
∂fz
∂xgo

0 ∂fz
∂zgo

 (27a)

∂fx
∂xgo

= −(4β2 − 1)g,
∂fx
∂zgo

= 0 (27b)

∂fz
∂zgo

= −(4β2 − 4)g,
∂fz
∂xgo

= 0 (27c)

For the case of ω⃗G/L, the ŷG velocity component of the lander will make the relative angular velocity
as follow (The detailed derivation procedure for computing a generalized angular velocity can be
found in Han’s work).20

ω⃗L
G/L = ω⃗G

G/L =
−(r⃗ · x̂G)x̂GG × (v⃗G − (v⃗ · ẑG)ẑGG)

(r⃗ · x̂G)2
=

 0
0

−vyG
xgo

 (28)

The For the case of ω⃗G/L, the ŷG velocity component of the lander will make the relative angular
velocity as follow.

With the previously developed results, this paper proposes the velocity tracking guidance law by
adopting the structure of the nonlinear control law suggested by Lee.21

u⃗ = G ˙⃗vd + ω⃗G/L × v⃗d − g⃗ +
k

t̂go
e⃗ (29)

Note that either the frame L or G can be selected for the computation of the Eq. (29), and this paper
used the frame G to present the command explicitly.

u⃗G = FvdFrgo v⃗
G + ω⃗G

G/L × v⃗Gd − g⃗G +
k

t̂go
e⃗G

=

{
−βg

v⃗Gd
vd

}
+

{
k

t̂go
e⃗Gv

}
+
{
FvdFrgo e⃗

G +Ωe⃗G
} (30)

where Ω = diag(0, v∗x/xgo, 0), and the detailed derivation procedures are omitted due to the page
limitation. Note that the proposed law consists of three terms distinguished by braces: gravity-turn
acceleration, tracking error feedback acceleration, and reference trajectory perturbation compensa-
tion acceleration. In addition, the following equation is used for time-to-go estimation.

t̂go =
vd

(β2 − 1)g
(β − sin γd) +

||e⃗||
(βmax − β)g

(31)

10



Characteristics of Velocity Tracking Control Law

Characteristic 1: If k ≥ 0, the final time is fixed, and the system is free from disturbances, then
the error dynamics will be converged within the desired time.

Proof: By assumption the desired time is determined as fixed value tf , hence time-to-go is
tgo = tf − t. Substituting the law Eq. (29) to the error dynamics Eq. (24) reveals the following
closed-loop dynamics.

˙⃗e+
k

tgo
e⃗ = 0 (32)

The above differential equation is a typical first-order Cauchy-Euler equation, and the closed-loop
solution can be determined as follows

e⃗(tgo) =

(
tgo
tf

)k

e⃗(t0) (33)

where e⃗(t0) is the initial tracking error. Therefore, the system is stable, and tracking error converges
to zero as tgo → 0 (i.e t → tf ), if k ≥ 0.

Characteristic 2: If k > 1 and the system is free from disturbances, the acceleration command
will converge to the gravity-turn acceleration of β as tgo → 0.

Proof: Substituting the closed-loop solution of error vector Eq. (33) into the tracking law
Eq. (30) results the following.

u⃗G = −βg
v⃗Gd
vd

+ k
tk−1
go

tkf
e⃗G(t0) +

(
FvdFrgo +Ω

)( tgo
tf

)k

e⃗G(t0) (34)

First of all, the matrix term
(
FvdFrgo +Ω

)
is bounded for the entire region. Therefore, the accel-

eration command will gradually converge to final gravity-turn acceleration as tgo → 0, if k > 1, as
desired.

lim
tgo→0

u⃗ = −βg
v⃗d
vd

(35)

Characteristic 3: If k > 1 and the magnitude of disturbances is bounded by the constant value
dmax, then the error will be converged within the desired time.

Proof: If there exist disturbances, then the error dynamic becomes

˙⃗e+
k

tgo
e⃗ = d⃗ (36)

One can rewrite the equation for each axis since they are decoupled.

ėi +
k

tgo
ei = di i = x, y, z (37)

The solution of Eq. (39) is

ei(t) =

(
tgo
tf

)k

ei(t0) + tkgo

∫
di(τ)

tkgo(τ)
dτ (38)
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Since the disturbance is bounded, the following inequality holds.

|ei(t)| =

∣∣∣∣∣
(
tgo
tf

)k

ei(t0) + tkgo

∫
di(τ)

tkgo(τ)
dτ

∣∣∣∣∣
≤

(
tgo
tf

)k

|ei(t0)|+ tkgo

∫
|di(τ)|
tkgo(τ)

dτ

≤
(
tgo
tf

)k

|ei(t0)|+
tgo

k − 1
dmax

(39)

The result shows that ei(t) → 0 as tgo → 0 or equivalently e⃗ → 0 as tgo → 0. In addition, the
second term of Eq. (34) will no longer converge to zero but will have some value owing to the non-
zero disturbances. As a result, the last moment acceleration command will have some bias terms in
addition to the pure gravity-turn acceleration.

Ground Collision Avoidance Logic

In practice, there could exist ground obstacles near the landing site so the glide slope constraint
should be considered to avoid a collision. The gravity turn trajectory automatically satisfies the
constraint thanks to its concave-down shape so the constraint does not need to be considered once
the tracking error is sufficiently reduced. However, the lander could collide with an obstacle as
reducing the tracking error, so additional collision avoidance logic should be implemented when the
tracking error exceeds the user-defined threshold: ∥e⃗∥ > Ce.

Figure 4. Collision Avoidance Geometry with Obstacle Planes

Referring to Figure. 4, let’s assume the obstacles are bounded by multiple planes. Then the
required deceleration for a full stop just before the collision with the i-th plane is computed as
follows.

a⃗col =

(
−(g⃗ · n̂pi) +

(v⃗ · n̂pi)
2

2(r⃗ − r⃗pi) · n̂pi

)
n̂pi (40)

where n̂pi is the unit normal vector of the i-th plane toward ẑL direction and r⃗pi is the position
vector on the i-th plane.

In order to reduce the unnecessary collision avoidance action, the action will be triggered only
when the an exceeds the user-defined acceleration threshold; ∥a⃗col∥ > Ccolβmaxg. In order to utilize
the logic, the glide slope constraint should be expressed with a plane. Referring to Figure. 5, the
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Figure 5. Obstacle Plane Approximation of Glide Slope Cone

instantaneous glide slope constraint can be roughly bounded by an asymptote of a hyperplane or
rather tightly by considering the maximum region of interest. Once the slope is approximated,
Eq. (40) can be applied.

Figure 6. Allocation of Tracking Command and Collision Avoidance Command

Lastly, if the required deceleration exceeds the threshold level, then the acceleration command
for collision avoidance a⃗col must be prioritized over the velocity tracking command a⃗trk. To incor-
porate the priority of the command, the following acceleration command is applied if the collision
avoidance logic is triggered.

u⃗ = a⃗col + dist(⃗acol, a⃗trk, βmaxg) (41)

where the vector allocation function dist is defined as following equation and Figure. 6.

dist(x⃗, y⃗, r) =


sat

(
y⃗ − (y⃗ · x⃗

∥x⃗∥)
x⃗

∥x⃗∥ ,
√
r2 − x⃗ · x⃗

)
, if x⃗ · y⃗ < 0

sat
(
y⃗,

−x⃗·y⃗+
√

(x⃗·y⃗)2+r2−x⃗·x⃗
y⃗·y⃗

)
, if x⃗ · y⃗ ≥ 0

(42a)

sat(w⃗, p) =

{
w⃗, if ∥w⃗∥ ≤ p
p

∥w⃗∥ w⃗, if ∥w⃗∥ > p
(42b)

13



NUMERICAL SIMULATION

In this section, the performance and robustness of the proposed law will be verified through sev-
eral numerical simulations. The common parameters used throughout simulations are summarized
in Table. 2 and some of them are adopted from the work of Açıkmeşe.5

Table 1. Parameters Used for Numerical Simulations

Parameters Description Value Unit

g Local gravitational acceleration of Mars 3.7114 m/s2
mwet Mass of lander including fuel 1905 kg
mdry Mass of lander excluding fuel 1405 kg
Tmax Upper bound of thrust 13260 N
Tmin Lower bound of thrust 4972 N
α Fuel consumption rate 4.53× 10−4 kg/N
k Tracking control gain 2.5 -
Cβ Ratio for reference trajectory acceleration 0.9 -
Ce Velocity tracking error threshold 20 m/s
Ccol Collision avoidance logic trigger threshold 0.7 -

Performance Analysis Simulation

Three different scenarios are tested to cover a wide range of initial conditions. Each case rep-
resents ’Small Initial Deviation’, ’Large Initial Deviation’, and ’Overshoot Initial Speed’, respec-
tively. In addition, four different control laws including the method of this paper are compared for
each scenario, and they are ’Gravity Turn Guidance (GT)’, ’Polynomial Guidance (Poly)’, ’Zero-
Effort-Miss/Zero-Effort-Velocity Guidance(ZEM/ZEV)’, and ’Offline Fuel Optimal Trajectory (Op-
timal)’.11, 12 Note that the fuel optimal solutions are obtained by GPOPS and 4 degrees glide slope
angle constraint is imposed.22 For a computational time point of view, all three feedback control
laws (GT, Poly, ZEM/ZEV) take less than 0.1 milliseconds in a standard MATLAB environment,
but the optimal trajectory takes about 1 minute to get an accurate solution.

Case 1: Small Initial Deviation
The initial states for the scenario are r⃗L0 = [500, −2000, 1500]T m and v⃗L0 = [30, 100, −20]T m/s.
The three-dimensional trajectory, time histories of the velocity, position, and acceleration are given
in Figure. 7. The initial condition of the scenario has moderate deviation so that all methods are
able to make the lander land safely at the desired landing site. One can check that the trajectory
of the GT method shows a steep concave-down shape at the last moment, and the thrust direction
becomes opposite of the nadir direction. The amount of fuel usage for each method is 204 kg (GT),
231 kg (Poly), 208 kg (ZEM/ZEV), and 190 kg (Optimal), respectively.

Case 2: Large Initial Deviation
The initial states for the scenario are r⃗L0 = [5000, −2000, 1000]T m and v⃗L0 = [30, 100, −20]T m/s.
The three-dimensional trajectory, time histories of the velocity, position, and acceleration are given
in Figure. 8. The initial condition of the scenario has a large deviation compared to the previous
case. The figure shows that the trajectory of polynomial guidance collides with the ground and that
of the ZEM/ZEV method barely flies over the ground. One can check that the trajectory of the GT
method shows a steep concave-down shape at the last moment as expected. The amount of fuel
usage for each method is 345 kg (GT), N/A kg (Poly), 364 kg (ZEM/ZEV), and 325 kg (Optimal),
respectively.
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Case 3: Overshoot Initial Speed
The initial states for the scenario are r⃗L0 = [500, 2000, 1500]T m and v⃗L0 = [0, 100, −75]T m/s.
The three-dimensional trajectory, time histories of the velocity, position, and acceleration are given
in Figure. 9. The initial condition of the scenario has a large deviation compared to the previous case.
The trajectory figure shows only the GT method and Optimal were able to land safely. Figure. 10
shows the side view of the three-dimensional trajectory and it is shown that both methods did not
violate the glide slope constraint. The amount of fuel usage for each method is 379 kg (GT), N/A
kg (Poly), N/A kg (ZEM/ZEV), and 361 kg (Optimal), respectively.

Robustness Analysis Simulation

The simulations with the same scenarios but considering external disturbances are conducted to
verify the robustness of the proposed law. In this paper, a quadratic drag and constant bias force
were taken into account, and the parameters for disturbances are shown in Table. 2.

The time histories of the velocity and acceleration for each scenario are given in Figure. 11 to
Figure. 13. The proposed method was able to land the lander safely even if there exist big enough
disturbances. Note that the other two methods, Polynomial guidance and ZEM/ZEV guidance,
collide with the ground due to the control saturation raised by disturbances. The figures of accel-
eration history clearly show the presence of bias disturbance and the proposed method was able to
compensate the disturbances without any control saturation.
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Figure 7. Simulation Results of Scenario 1 (a) Trajectory (b) Range (c) Speed (d) Control History
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Figure 8. Simulation Results of Scenario 2 (a) Trajectory (b) Range (c) Speed (d) Control History

Table 2. Parameters of Disturbances Used for Robustness Analysis

Parameters Description Value Unit

Cdrag Effective quadratic drag coefficient (0.5ρCdSref ) 0.0685 N · s2/m2

bx Bias disturbance acceleration along x-axis 0.25g -
by Bias disturbance acceleration along y-axis 0.25g -
bz Bias disturbance acceleration along z-axis −0.2g -

CONCLUSION

This work proposed a new method of velocity vector tracking law generated by the gravity turn
trajectory for the terminal landing phase of a pinpoint landing mission. The paper investigated the
appropriate properties of the gravity turn trajectory for a pinpoint landing mission and fully utilizes
them to design guidance law. Thanks to the characteristics, the lander following the trajectory will
avoid the ground obstacle and the final attitude will have zero pitch angle which is desirable. The
nonlinear control law and intermediate ground collision avoidance logic were implemented to track
the velocity vector safely and robustly within a finite time. Several representative scenarios were
tested through a numerical simulation, and it turned out that the logic is capable of a pinpoint landing
regardless of feasible initial conditions and the fuel consumption of the law is comparable to that of
the optimal result considering the fact that the optimal trajectory has non-zero pitch angle at the last
moment.
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Figure 9. Simulation Results of Scenario 3 (a) Trajectory (b) Range (c) Speed (d) Control History

Figure 10. Side view trajectory of Scenario 3

Although the proposed method was analytically well-researched, several issues still remained
including the proper way to select control gain and robustness against navigation error, and these
topics will be covered in future work. In addition, the analytic solution of gravity turn trajectory
under quadratic drag is available, so the method can be further improved by adopting the solution
as covered in this paper.
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Figure 11. Simulation Results of Scenario 1 with Disturbances (a) Velocity (c) Accel-
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Figure 12. Simulation Results of Scenario 2 with Disturbances (a) Velocity (c) Accel-
eration Command History
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Figure 13. Simulation Results of Scenario 3 with Disturbances (a) Velocity (c) Accel-
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