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Abstract. Optical measurements are a key part of

modern interplanetary navigation. The statistically op-

timal Linear Optimal Sine Triangulation (LOST) algo-

rithm is applied to the context of celestial navigation. In

addition to optimal triangulation methods, celestial navi-

gation requires the consideration or target ephemeris er-

rors, light aberration, and light time-of-flight. In most

cases, only light aberration and light time-of-flight change

the expected direction of the measured line-of-sight (LOS).

These effects are found to be non-negligible at typical ob-

server velocities (for light aberration) and planet velocities

(for light time-of-flight). The effects of the position un-

certainty of planets are only important when the observer

is close to them. The LOST framework provides a mech-

anism to conveniently consider all of these effects.

Introduction. There has been much interest in re-

cent years on navigation by celestial triangulation.1–5 A

review of the literature and practical application will re-

veal that two things are essential for such celestial tri-

angulation schemes to be successful. First, the use of

statistically optimal triangulation algorithms is required

to produce the best-possible spacecraft localization from

the available measurements. Second, we must consider a

variety of real-world effects that are often neglected for

generic (non-celestial) triangulation problems. This work

discusses the specific effects of (1) planetary ephemeris

and sensor attitude errors, (2) aberration of light, and (3)

light time-of-flight. We note that a significant percentage

of the contemporary celestial triangulation literature does

not handle these effects correctly.

Overview of Celestial Triangulation. Consider

the case of a spacecraft in a heliocentric orbit with po-

sition r ∈ R3. Suppose this spacecraft is equipped with

one or more optical sensor(s) that view(s) at least two

(n ≥ 2) celestial bodies that were located at heliocentric

positions {pi}n1 ∈ R3 when the observed photons were

reflected by the body. If the observed celestial bodies are

distant then they appear as an unresolved object in the

image produced by the optical sensors (e.g., cameras, tele-

scopes). Thus, since the observed body is unresolved, the

sensors produce only line-of-sight (LOS) direction from

the spacecraft to the observed body. We denote these

LOS directions as {ℓi}n1 ,

ℓi ∝ pi − r (1)

where ℓi ∈ P2 and is a 3 × 1 vector of ambiguous scale.

The celestial triangulation scenario described here is il-

lustrated in Fig. 1.

Assuming the optical sensor is a camera or telescope

that forms an image by perspective projection, we can

express the vectors from Eq. (1) in the camera frame and

directly write the pinhole camera model asxiyi
1

 = x̄ i ∝ ℓi ∝ pi − r (2)

where the two-dimensional coordinates [xi, yi] describe

the projection of the LOS ℓi onto the image plane (i.e.,

where ℓi pierces the z = 1 plane of the camera frame).

The conversion from the image plane to pixel coordinates

[ui, vi] may be achieved with an affine transformationuivi
1

 = ūi = Kx̄ i (3)

whereK is the camera calibration matrix. Further details

on LOS measurements, camera models, and the camera

calibration matrix may be found in Refs. 5 and 6.

Substitution of Eq. (3) into Eq. (2) allows us to take

the measured pixel coordinates of an unresolved celestial

body and construct the corresponding image plane coor-

dinate or LOS direction in the camera frame:

ℓi ∝ x̄ i = K−1
i ūi (4)

The objective of celestial triangulation is to use n ≥ 2

LOS directions {ℓi}n1 to celestial bodies of known position

(i.e., known {pi}n1 ) to infer the location of the observer.

This describes the resection form of triangulation.5 More-

over, since the attitude of the sensor is usually known

(e.g., from stars in the same image(s) as the unresolved

celestial bodies) the most common situation is an absolute

triangulation problem.5

Optimal Triangulation. There are many popular

methods of triangulation, but not all of them are statisti-

cally optimal. Some very common methods, such as the

unweighted Direct Linear Transform (DLT)7,8 or explic-

itly estimating range,1,4 provide non-iterative solutions

that can consider many measurements in the least-squares

sense—however, the cost function used by the least-

squares formulation does not minimize the covariance-

weighted measurement residuals and so the result is not a

maximum likelihood estimate (MLE). Depending on the

geometry, this can result in localization errors an order

of magnitude (or more) larger than using a statistically

optimal triangulation algorithm.

Multiple methods for statistically optimal triangulation

exist. When only two objects are observed, the classical

result from Hartley and Sturm9 offers an optimal trian-

gulation as the solution to a polynomial of degree six.

When both LOS measurements originate from a single
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image, then the degree six polynomial can be simplified

to a quadratic equation.5,10,11 For more than two ob-

jects, the degree of the polynomial to solve quickly be-

comes intractable (e.g., polynomial of degree 47 for three

objects12). Until recently, the main way to practically

solve the optimal triangulation problem with more than

two objects was with iterative optimization schemes.7 In

early 2022, however, Henry and Christian proposed a new

non-iterative way to solve the statistically optimal prob-

lem called Linear Optimal Sine Triangulation (LOST).5

LOST Algorithm. Consider the perfect image plane

coordinate x̄ i (corresponding to the LOS direction ℓi ∝
x̄ i) that points from the observer at r to an object at pi.

Taking the cross product of Eq. (1) with this measurement

(vector equivalent to law of sines), one obtains

[x̄ i×]T I
Ci

(rI − pIi) = 03×1 (5)

where we have introduced specific frames and T I
Ci

is the

transformation matrix from frame I (e.g., ICRF) to cam-

era frame Ci frame. We index the camera frame by obser-

vation since we will have many LOS measurements and

they may not all come from the same camera. Equa-

tion (5) also makes use of the 3×3 skew-symmetric matrix

[ · ×], which follows the convention [a×]b = a × b.

When the measurement is corrupted by additive noise

w i (the covariance for w i is not full rank since x̄ i is in

homogeneous coordinates—see Ref. 5 for details),

˜̄x i = x̄ i +w i (6)

we find that Eq. (5) no longer exactly equals zero

ϵi =
[
˜̄x i×

]
T I

Ci
(rI − pIi)

=
[
T I

Ci
(pIi − rI)×

]
˜̄x i ̸= 03×1

(7)

Assuming perfect knowledge of pI (more on this later)

and that w i absorbs both image processing (centroiding)
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Figure 1. Absolute triangulation for spacecraft lo-

calization using the line-of-sight (LOS) to two ce-

lestial bodies.

and attitude error, the covariance of ϵi is related to the

measurement covariance Rx̄ i = E[w iw
T
i ] by

Rϵi = −
[
T I

Ci
(pIi − rI)×

]
Rx̄ i

[
T I

Ci
(pIi − rI)×

]
(8)

In order to obtain the maximum likelihood estimate, we

seek to minimize the cost function

min J(rI) =

n∑
i=1

ϵTi R
−1
ϵi ϵi (9)

The primary difficulty is computing Rϵi when a good

estimate of the position rI is not known a priori. In

Ref. 5, Henry and Christian show that an excellent ap-

proximation of Rϵi may be computed as

R̃ϵi = −γ2i
[
˜̄x i×

]
Rx̄ i

[
˜̄x i×

]
(10)

where

γi =
ρ̃i

∥ ˜̄x i∥
=

∥dIij ×T
Cj

I
˜̄x j∥

∥TCi

I
˜̄x i ×T

Cj

I
˜̄x j∥

(11)

where dIij = pIj −pIi . Since the positions of the planets

are known from ephemeris files, it follows that dIij is also

a known vector.

The covariance expression in Eq. (10) is rank deficient

(a 3×3 matrix of rank two). However, due to the structure

of the problem (specifically, the null space direction of[
˜̄x i×

]
) we may use the pseudoinverse to find the optimal

solution in terms of the Normal equations5(
n∑

i=1

TCi

I

[
˜̄x i×

]
R̃

†
ϵi

[
˜̄x i×

]
T I

Ci

)
r̂I =

n∑
i=1

TCi

I

[
˜̄x i×

]
R̃

†
ϵi

[
˜̄x i×

]
T I

Ci
pIi

(12)

Considering isotropic centroiding error in an image, it is

possible to define

qi =
1

σx iγi
=

∥TCi

I
˜̄x i ×TCi

I
˜̄x j∥

σx i∥dIij ×T
Cj

I
˜̄x j∥

(13)

and reformulate the problem into a nicely structured lin-

ear system that can be directly solved for rI
q1S

[
˜̄x1×

]
T I

C1

q2S
[
˜̄x2×

]
T I

C2

...

qnS
[
˜̄xn×

]
T I

Cn

 rI =


q1S

[
˜̄x1×

]
T I

C1
pI1

q2S
[
˜̄x2×

]
T I

C2
pI2

...

qnS
[
˜̄xn×

]
T I

Cn
pIn

 (14)

where S = [I 2×2,02×1]. Finally, we remind the reader

that ˜̄x i = K−1
i

˜̄ui and so ˜̄x i can easily be constructed

from the raw measurements ˜̄ui for a calibrated camera

(i.e, when K i is known). This section uses ˜̄x i for com-

pactness (whereas Ref. 5 uses K−1
i

˜̄ui to make the mea-

surements appear more explicitly).
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Planetary Ephemeris and Attitude Errors. Ab-

solute triangulation algorithms (e.g., LOST) depend on

the assumption that the attitude T I
Ci

and planet posi-

tions pIi are known. Thus, we find it helpful to study

when it is important to consider how the uncertainty in

these parameters affects the resulting triangulation solu-

tion.

The LOST method is fundamentally a maximum likeli-

hood estimate that makes use of the pseudomeasurement

y i of the form

y i = [x̄ i×]T I
Ci

(rI − pIi) = 03×1 (15)

with a noisy measurement given by

ỹ i = y i + ϵi = ϵi (16)

If errors only exist in the image plane measurements x̄ i,

then the covariance of y i is the Rϵi = E[ϵiϵ
T
i ] used in

the original LOST formulation that is given in Eq. (10).

Now, we briefly consider what happens when there are

also errors in T I
Ci

and pIi . To do this, take the partials

H x̄ i =
∂y i

∂x̄ i
= −

[
T I

Ci
(rI − pIi)×

]
= −γi [x̄ i×] (17)

Hϕi
=
∂y i

∂ϕi
= [x̄ i×]

[
T I

Ci
(rI − pIi)×

]
= γi [x̄ i×]2

H pi
=

∂y i

∂pIi

= − [x̄ i×]T I
Ci

where ϕi is the angle-vector description of an attitude

perturbation in T I
Ci

. This leads to the differential

ϵi = H x̄ iw i +Hϕi
δϕi +H pIi

δpIi (18)

Assuming the various errors are uncorrelated, we may

compute the complete covariance Rϵi = [ϵiϵ
T
i ] as

Rϵi = H x̄ iRx̄ iH
T
x̄ i

+Hϕi
Rϕi

H T
ϕi

+H pIi
RpIi

H T
pIi

(19)

which is

Rϵi =− γ2i [x̄ i×]
(
Rx̄ i − [x̄ i×]Rϕi

[x̄ i×]
)
[x̄ i×] (20)

− [x̄ i×]T I
Ci

RpIi
TCi

I [x̄ i×]

where we note the leading negative sign comes from the

identity [x̄ i×]T = −[x̄ i×]. Additionally, that errors from

x̄ i and ϕi can be grouped together as shown here is why

it was stated earlier that errors from centroiding and at-

titude can be combined within the original LOST cost

function. Thus, letting R′
x̄ i

= Rx̄ i − [x̄ i×]Rϕi
[x̄ i×] be

the combined centroiding and attitude error covariance,

we have

Rϵi = − [x̄ i×]
(
γ2i R

′
x̄ i

+T I
Ci

RpIi
TCi

I

)
[x̄ i×] (21)

To determine if (when?) the error in pIi is impor-

tant, we consider the relative size of the terms within

the parentheses in Eq. (21). Consider first the covariance

matrix R′
x̄ i
. Since x̄T

i = [xi, yi, 1], the covariance is rank

deficient (the third element is exactly one and has no un-

certainty), and so for isotropic image noise σx̄ i we find

Rx̄ i ≈ σ2x̄ i

1 0 0

0 1 0

0 0 0

 (22)

Moreover, for a modest field-of-view (FOV) camera we

find ∥x̄ i∥ ≈ 1 such that Eq. (11) leads to γi ≈ ρi. Con-

sidering attitude error with covariance Rϕi
= σ2ϕi

I 3×3

the narrow FOV assumption also leads to

[x̄ i×]Rϕi
[x̄ i×] ≈ −σ2ϕi

1 0 0

0 1 0

0 0 0

 (23)

If stars in the same image were used to compute attitude

then a conservative approximation is σx̄ i ≈ σϕi
, and we

arrive at a simple approximation for R′
x̄ i

R′
x̄ i

= Rx̄ i − [x̄ i×]Rϕi
[x̄ i×] ≈ 2σ2x̄ i

1 0 0

0 1 0

0 0 0

 (24)

Thus, we can approximate the size of the first term within

the parentheses of Eq. (21) as

Tr[γ2i R
′
x̄ i
] ≈ 4σ2x̄ i

ρ2i (25)

where Tr[ · ] is the trace operator. Likewise, assuming

an isotropic position uncertainty in a planet’s location

RpIi
= σ2pi

I 3×3, we see that the covariance has a size

Tr[T I
Ci

RpIi
TCi

I ] ≈ 3σ2pi
(26)

We argue here that it is possible to neglect the position

uncertainty of the planet whenever it is comparatively

small. This leads to the condition

Tr[γ2i R
′
x̄ i
] ≫ Tr[T I

Ci
RpIi

TCi

I ] (27)

Or, equivalently,

4σ2x̄ i
ρ2i ≫ 3σ2pi

→ σ2x̄ i
ρ2i ≫ σ2pi

(28)

Thus, we do not have to consider planetary ephemeris

error at “large” ranges ρi, where large is defined as

ρi ≫ σpi
/σx̄ i (29)

This result agrees with geometric intuition, as illustrated

in Fig. 2.

Typical numerical values can be attributed to the pa-

rameters to study the practical implications for celestial

navigation. Consider the medium-resolution camera from

Ref. 13 with an IFOV of 60µrad (≈ 12 arcsec) and a pixel

standard deviation 0.1 pixel, leading to a focal plane er-

ror of σx i = 6 × 10−6 (≈ 1.2 arcsec). The planet uncer-

tainties are coarsely approximated at year 2030 from the

data in Ref. 14 and are tabulated in Table 1. Also shown
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in this table are the ranges beyond which these plane-

tary ephemeris uncertainties cease to matter as compared

to centroiding errors of σx i . The “much greater than”

threshold is taken to be an order of magnitude, so we com-

pute this critical range as ρi ≈ 10σpi
/σx i ≈ 1.7×106σpIi

.

From Table 1 we see that planetary ephemeris error is

only important when navigating in close proximity to the

planets. We also observe that the ranges for planet-based

celestial navigation within the Solar System are typically

on the order of 1 astronomical unit (AU) or more, and so

planetary ephemeris error is usually not a major contrib-

utor to triangulation error.

In the unusual event that planetary ephemeris error

must be considered, one may simply use Eq. (20) for Rϵi

within the Normal equations version of the LOST algo-

rithm given in Eq. (12). This will automatically perform

non-iterative triangulation with the statistically optimal

consideration of LOS direction errors (σx̄ i), range to the

observed bodies (ρi), attitude errors (σϕi
), and plane-

tary ephemeris errors (σpIi
). No further modifications

are necessary.

Aberration of Light. The apparent direction of an

incoming ray of light depends on the velocity of the ob-

server. This effect has been known since at least the 1700s

(famously by Bradley15) and was a major motivation for

Einstein’s original study of relativity. The modern expla-

nation is due to Einstein’s Special Theory of Relativity,

with the key (scalar) equation appearing on pg. 912 of

his seminal 1905 paper,16

cosϕ′ =
cosϕ− (v/c)

1− (v/c) cosϕ
(30)

where v = ∥v∥ is the observer’s speed and c is the speed

of light. Additionally, we define ϕ as the angle between
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Figure 2. The position uncertainty of the celestial

body can only be ignored when ρσx ≫ σp.

Table 1. Planetary ephemeris uncertainties (σpIi
)

and the critical range (ρi) beyond which planet posi-

tion errors are unimportant for triangulation with

LOS direction errors of about 1.2 arcsec.

critical range, ρi
Planet σpIi

(km) (km) (AU)

Mercury 1.4 2.267× 106 0.015

Venus 0.5 9.014× 105 0.006

Mars 8.6 1.436× 107 0.096

Jupiter 28.4 4.741× 107 0.317

Saturn 7.3 1.214× 107 0.081

Uranus 531.5 8.859× 108 5.922

Neptune 1500.0 2.500× 109 16.71

incoming ray of light (opposite direction as the LOS vec-

tor) and the velocity vector in the rest frame. The an-

gle ϕ′ is the same thing as it appears to someone in the

frame of the moving observer. Einstein’s original equation

has everything we need, though it is often convenient for

spacecraft navigators to express this in vector form.17

Despite Einstein’s lucid description of this phenomenon

and over 100 years of precedence, there remains great con-

fusion over the application of this concept. Indeed, many

contemporary authors of celestial triangulation continue

to pass along incorrect models for this effect—potentially

with disastrous results if these algorithms were ever to be

implemented outside of academic papers.

The most pervasive misconception is that light aberra-

tion depends on the relative velocity between the source

(e.g., planet) and the observer (e.g., camera on a space-

craft). This is not true. Alterations in the apparent di-

rection only depend on the velocity of the observer. This

mistake is nicely explained in a “question-and-answer”

exchange in Nature from 1949 (question by C.O. Hines

and answer by R. d’E. Atkinson).18

The second (and less serious) mistake is the fixation on

high(er) precision in the correction for aberration due to

the velocity of the observer, without regard for gravita-

tional deflection of light of similar magnitude due to the

General Theory of Relativity (also thanks to Einstein). A

nice overview of the entire procedure for correcting opti-

cal planetary observations is given by Kaplan in Ref. 19.

A discussion of these same ideas with a notation friendly

for spacecraft navigators may be found in Ref. 17

The third mistake is correcting for aberration when no

correction is necessary. For most astronomical cameras

and star trackers, the sensor field-of-view (FOV) is rel-

atively small. If a planet LOS is constructed from such

an image and stars in this same image are used to com-

pute the ICRF-to-camera attitude (as is often the case),

then it is often the case that no correction for aberration

is necessary since similar aberrations are experienced by

every source (planets and stars) within the image. Conse-

quently, the effect of aberration on the star observations

cancels the effect of aberration on the planet observation

when constructing an ICRF LOS direction.
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We now briefly develop the correct models for aberra-

tion and show how intelligent system design may be used

to remove this effect from the problem entirely. Suppose

we have a unit vector ai in the direction ℓi, such that

ai ∝ ℓi ∝ pi − r = ρia i (31)

where ρi is the distance between the observer at r and

the observed object at pi. Recall from before that pi is

the location of the planet when the light left it, which is

different from the planet’s location at the time of observa-

tion (light time-of-flight effects are discussed in a different

section of this paper). All of the quantities in Eq. (31)

are expressed in the rest frame (e.g., ICRF). Now, pro-

ceed by rewriting Einstein’s result from Eq. (30) in vector

form17,20

a ′
i = ai + [ai × (β × a i)] +O(∥β∥2) (32)

where a ′
i is the LOS unit vector as seen by an observer

moving with velocity v relative to the rest frame. Follow-

ing the usual conventions, we denote velocity as a fraction

of the speed of light as β = v/c for notational compact-

ness.

Because spacecraft travel at speeds that are small com-

pared to the speed of light, the first order term in β of

Eq. (32) will always dominate the higher order terms.

The second order term can still lead to changes in the

mas range,17 but that is neglected here since most OP-

NAV instruments achieve only arcsecond-level LOS er-

rors (at best). Thus, retaining only first-order terms from

Eq. (32),

a ′
i ≈ (I 3×3 − [(β × ai)×])ai (33)

Now, recall the small angle approximation (to first order)

for an attitude transformation

∆T i ≈ I 3×3 − [∆θi×] (34)

where ∆θ is an angle vector.21 Thus, the aberration effect

in Eq. (33) acts as a rotation on the unit vector ai by the

angle vector ∆θi

∆θi = β × ai (35)

This rotation preserves the unit vector length to first or-

der. We may therefore relate the inertial unit vector aIi
to the apparent direction (after aberration) in the camera

frame by

a ′
i ≈ T I

Ca ′
Ii = T I

C ∆TaIi (36)

where we once again use no subscripts to indicate the

camera frame. Observe that the change in LOS direction

given by ∆θi depends only on the observer’s velocity (and

not on the observed planet’s velocity) and is entierely

unaffected by the range ρi.

Consequently the change in bearing direction is limited

by

∆θi ≈ ∥β × a i∥ ≤ ∥β∥ (37)

with the maximum perturbation occurring when the LOS

direction is perpendicular to the observer velocity. Some

example light aberration maximums (to first order) at

typical spacecraft speeds within the Solar System are pro-

vided in Table 2.

The aberration angles in Table 2 are all large enough

to matter for spacecraft celestial triangulation—and so it

might seem reasonable to correct for this effect. The im-

portant thing to remember, however, is that these angles

are perturbations relative to the rest frame (ICRF) and

only matter if you independently know the sensor attitude

relative to ICRF without aberration.

Suppose that we have a camera with a modest FOV.

Consider the case where the image contains a planet and

stars, with the planet LOS being used for triangulation

and the stars used to determine the image attitude. If

the stars have inertial direction eIi , they may be trans-

formed (for a stationary observer) into the camera frame

according to

ej = T I
CeIj (38)

where we once again use no subscripts to indicate the

camera frame. Accounting for light aberration due to the

observer’s motion, the transformation becomes

e ′
j = T I

C ∆T j eIj = T I
Ce ′

Ij (39)

If a set of unit vector pairs {e ′
j , eIj}

n
1 are used to solve

Whaba’s problem,21,22 the result is an attitude estimate

T̃
I
C ≈ T I

C∆T , where ∆T is some average of the various

contributing ∆T j (the specific equation may be written,

but isn’t important here). If we observe a planet direc-

tion a ′
i, we would want to use the attitude from the stars

in the same image to get the LOS in the inertial frame:

T̃
C
I a ′

i. Therefore, substituting for a ′
i from Eq. (36) and

also T̃
I
C ≈ T I

C∆T ,

T̃
C
I a ′

i =
(
T̃

I
C

)T
a ′
i

≈
(
T I

C∆T
)T

T I
C∆T iaIi

= (∆T )T
(
T I

C

)T
T I

C∆T iaIi

= ∆TT∆T iaIi

Consider the term ∆TT∆T i more carefully,

∆TT∆T i = (I 3×3 − [∆θ×])T (I 3×3 − [∆θi×])

= I 3×3 + [∆θ×]− [∆θi×]− [∆θ×] [∆θi×]

≈ I 3×3 + [∆θ×]− [∆θi×]

= I 3×3 − [(∆θi −∆θ)×]

where he have kept only first order terms in ∆θ (which is

equivalent to keeping only first order in β = v/c). This

means the apparent rotation caused by ∆TT∆T i corre-

sponds to the angle ∆θi −∆θ. Now, consider this angle
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Table 2. Maximum light aberration with (∆θ) and without (∆ψ) externally determined attitude at veloc-

ities of some space missions. Actual aberrations are often much smaller.

∆ψ (arcsec)

mid-resolution high-resolution

Example Orbit ∥v∥ (km/s) ∆θ (arcsec) FOV = 7 deg FOV = 0.6 deg

Earth LEO 37.7 25.92 1.58 0.136

Earth GEO 32.9 22.62 1.28 0.118

Cassini (max) 44.0 30.27 1.85 0.159

Parker Solar Probe (max yet) 163.0 112.15 6.85 0.587

further. Substitute from Eq. (35) to find

∆ψi = ∆θi −∆θ = (β × ai)− (β × e) (40)

= β × (ai − e) (41)

where e roughly corresponds to the “average” direction

of the stars used to compute T̃
I
C . We can compute the

magnitude of this change as

∥∆ψi∥ = ∥β × (ai − e)∥ ≤ ∥β∥ ∥ai − e∥ (42)

Substituting this into the above, we find that this angle

describes the error in our estimated inertial LOS direction

ãIi = (I 3×3 − [∆ψi])a
′
Ii = T̃

C
I a ′

i (43)

If we assume e is somewhere around the center of the

image, then the maximum angle ∆ϕi occurs when aIi is

near the edge of the image. Most OPNAV cameras have

a small FOV. For example, consider the OPNAV cameras

capable of providing arcsecond-level (or better) bearings

from Ref. 2. For the medium-resolution camera with a

(circular) FOV of 7 deg FOV, the angle between e and

ai can be no more than about 3.5 deg which corresponds

to ∥e − ai∥ ≈ 0.061. The high-resolution camera has

an even narrow FOV of 0.6 deg, leading to a maximum

∥e−ai∥ ≈ 0.0052. The resulting bearing errors ∆ψ values

for some example orbits are summarized in Table 2. The

primary result is that the effect of (special) relativistic

light aberration on the ICRF planet LOS direction is usu-

ally not important with conventional navigation cameras

when the image attitude is computed with stars from the

same image. Future sensors that are more capable than

what we fly today or ultra-high precision applications may

require this effect to be explicitly modeled, which can be

done by analytically correcting (to first order in β = v/c)

the star and/or planet LOS directions by manipulation of

Eq. (33),

ai ≈
(
I 3×3 +

[
(β × a ′

i)×
])

a ′
i (44)

ej ≈
(
I 3×3 +

[
(β × e ′

j)×
])

e ′
j (45)

These corrections are easy to apply, though they are not

necessary with most of today’s OPNAV sensors for the

reasons discussed above.

Light Time-of-Flight. Light time-of-flight is impor-

tant for celestial triangulation due to the very large dis-

tances involved. Since the planets are not stationary, the

planet’s location when the measurement is collected by

the spacecraft is different from where it was when the

observed photons left the body.

As before, denote the location of the observed planet

when it reflects the observed photons as pi. After a time

∆ti these photons arrive at the spacecraft at location r . It

follows, therefore, that the distance traveled by the light

is

ρi = ∥pi − r∥ (46)

and that the time ∆t required to traverse this distance is

given by

∆ti = ρi/c (47)

The principal difficulty here is that ∆t is not known a

priori. This creates a problem since we cannot directly

recover pi from our planetary ephemeris files since we do

not (yet) know the correct time to query. Instead, we

only know the time of the observation. Denote p+
i as the

location of the planet at the observation time.

Suppose that the velocity of the ith planet is given by

v i and is approximately constant over the time interval

∆ti. In this case, we see that

p+
i ≈ pi +∆ti v i (48)

Under these simplified dynamics we can develop a few

useful analytical results. First, we can bound the change-

in-range that light time-of-flight can cause for any partic-

ular planet. Second, we can quantify the change in LOS

direction and then find a way to analytically compensate

for this in closed-form within the optimal LOST frame-

work.

Range effects. Begin by considering the effect of light

time-of-flight on range. If the range were to be computed

at the measurement time, one would find

ρ′2i = ∥p+
i − r∥2

= (pi +∆tv i − r)T (pi +∆tv i − r)

= ∥pi − r∥2 + 2∆tvT
i (pi − r) + ∆t2∥v i∥2

= ρ2i + 2∆tvT
i (pi − r) + ∆t2∥v i∥2

(49)

Substitution ∆t = ρi/c from Eq. (47) and βi = v i/c,

ρ′2i = ρ2i + 2ρiβ
T
i (pi − r) + ρ2i ∥β

2∥2

= ρ2i (1 + 2βT
i ai + ∥βi∥

2)
(50)
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where we once again use the notation ai = ℓi/∥ℓi∥ as the

unit vector LOS. Denote the scale factor α as

αi =

√
1 + 2βT

i a i + ∥βi∥2 (51)

such that

ρ′i = αiρi (52)

Given that the planet speeds are relatively low compared

to the speed of light, we find that ∥β∥2 ≪ ∥β∥ ≪ 1.

Observe now that the term 2βT
i a i has a magnitude of

zero if the velocity is perpendicular to the LOS; and it

reaches a maximum magnitude of 2∥βi∥ when the velocity

is parallel to the LOS. Thus, the scale factor αi is bounded

by

αi ≤ αi,max =
√

1 + 2∥βi∥+ ∥βi∥2 = 1 + ∥β∥ (53)

Thus the differences between the maximum scale factor

and unity for the planets of the solar system are presented

in Table 3 in the column ∥β∥. At those speeds, it is ob-

served that αmax ≈ 1, indicating that ρ′i ≈ ρi. This states

that the change in range is very small as compared to the

overall range—a fact that is very important in analytical

analysis.

Directional effects. The light time-of-flight is a mea-

surable and important effect for most planets in our Solar

System (especially the fast-moving inner planets). This

will now be quantified and an analytic compensation will

be derived.

Suppose we were to ignore light time-of-flight and com-

pute the LOS direction from the spacecraft to the planet

at the time of observation. Denote the resulting LOS di-

rection as ℓ′i that is given by

ℓ′i ∝ p+
i − r (54)

The actual LOS direction is given by ℓi from Eq. (1) and

points towards where the planet was at a time ∆ti be-

fore the camera image was taken. The angular difference

between ℓi and ℓ
′
i is small, and so

∆θi ≈ sin∆θi =
∥ℓ′i × ℓi∥
∥ℓ′i∥∥ℓi∥

=
∥(pi +∆tiv i − r)× (pi − r)∥

∥ρ′i∥∥ρi∥

=
∥(∆tiv i)× (pi − r)∥

ρ′iρi

= (∆ti/ρ
′
i)∥v i × ai∥

(55)

Due to the cross product, the numerator of this expression

is only influenced by the velocity perpendicular to the

LOS. Additionally, we saw in the previous subsection that

ρ′i ≈ ρi at the velocities of interest. Therefore

∆θi ≈ (∆ti/ρi)∥v i,⊥∥ (56)

where v⊥ is the velocity perpendicular to the LOS di-

rection: v⊥ = (I 3 − aaT )v . Substitution for ∆ti from

Eq. (47) gives

∆θi ≈
ρi/c

ρi
∥v i,⊥∥ =

∥v i,⊥∥
c

= ∥βi,⊥∥ ≤ ∥βi∥ (57)

The largest perturbation occurs when the planet is mov-

ing perpendicular to the LOS and v = v⊥. In that case,

we have ∆θ ≈ ∥v/c∥ = ∥β∥ and so the worst case pertur-

bation in apparent direction due to time of light travel is

given in Table 3. The perturbation will almost always be

less, sometime substantially so.

The problem of light time-of-flight is then that the mea-

sured LOS is ℓi, but we have not yet found the position

of the object at the time it emitted the photon, pi. We

find that an excellent approximation of the time ∆ti may

be found using the LOST range equation (obtained by

manipulation of Eq. (11). This will now be explored and

the algorithmic benefits discussed.

To begin, consider perfect range estimation with the

LOST range equation. To do this, use the LOS direction

ℓi and the position of the planets where they were when

the light left

ρi =
∥ℓi∥ ∥d ij × ℓj∥

∥ℓi × ℓj∥
(58)

=
∥ℓi∥ ∥(pj − pi)× ℓj∥

∥ℓi × ℓj∥
(59)

where d ij = pj−pi. Now, we can instead use the current

positions p ′
i = pi+∆tiv i of the planets to get an estimate

of the light time-of-flight and range

c∆t̂i ≈ ρ̂i (60)

=
∥ℓi∥ ∥d ′

ij × ℓj∥
∥ℓi × ℓj∥

(61)

=
∥ℓi∥ ∥(p ′

j − p ′
i)× ℓj∥

∥ℓi × ℓj∥
(62)

=
∥ℓi∥ ∥(pj − pi)× ℓj + (∆tjv j −∆tiv i)× ℓj∥

∥ℓi × ℓj∥
(63)

Suppose now that we have comparable light time-of-

flights ∆ti and ∆tj . From the triangle inequality, we

know that

ρi − ϕ ≤ c∆t̂i ≤ ρi + ϕ (64)

where

ϕ =
∥ℓi∥∥∆ti(v j − v i)× ℓj∥

∥ℓi × ℓj∥
≤ ∆t∥v j − v i∥ (65)

And so

∥∆t̂−∆t∥ ≤ ∆t∥βj − βi∥ (66)

Following a similar procedure as before, the angular

error of the corrected LOS is bounded by

∆θLOST
i ≈

∥v i,⊥(∆t̂−∆t)∥
ρi

(67)

≤
∥v i,⊥∆t∥βj − βi∥∥

ρi
(68)

= ∥βi,⊥∥∥βj − βi∥ (69)
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Table 3. Summary of light time-of-flight effects on range and LOS directions for planets in the Solar

System.

planet ∥v∥ (km/s) ∥β∥ ∥β∥2 ∆θ (arcsec) ∆θLOST (mas)

Mercury 47.87 1.5968× 10−4 2.5497× 10−8 32.9358 5.2591

Venus 35.02 1.1681× 10−4 1.3646× 10−8 24.0946 2.8146

Earth 29.78 9.9335× 10−5 9.8675× 10−9 20.4894 2.0353

Mars 24.08 8.0322e× 10−5 6.4517× 10−9 16.5677 1.3308

Jupiter 13.1 4.3697× 10−5 1.9007× 10−9 9.0131 0.3939

Saturn 9.69 3.2322× 10−5 1.0447× 10−9 6.6670 0.2155

Uranus 6.81 2.2716× 10−5 5.1600× 10−10 4.6855 0.1064

Neptune 5.43 1.8113× 10−5 3.2806× 10−10 3.7360 0.0676

We see from this that estimating the light time-of-flight

with the LOST range equation allows to reduce the an-

gular error by a factor about ∥β∥. At the velocities of the
planets, this means four to five orders of magnitude lower

than the non-corrected angular error (see Table 3). The

errors for the corrected LOS are on the order of milliarc-

seconds or lower, which is well below the noise floor of cur-

rent OPNAV sensors. The advantage of using the LOST

range equation for the light time-of-flight compensation

is that it can be incorporated directly into the LOST so-

lution at almost no additional cost. Thus we can achieve

light time-of-flight correction without iteration.

Clearly, with an estimate of ∆ti, the position of the

object when it emitted the light (pi) can be fetched from

the ephemerides catalog. However another query is often

not necessary and we may use p ′
i and v ′

i = v i from the

observation time. To see this, observe that we may write

to an excellent approximation

pi = p ′
i −∆t̂v i

= p ′
i − (ρ̂i/c)v i

= p ′
i − ρ̂iβi

(70)

and, after substituting from Eq. (13)

pi = p ′
i −

∥x̄ i∥
σxiqi

βi (71)

The right-hand term in the LOST solution can then be

written as

qiS [x̄ i×]T I
Ci

p−
I1

= qiS [x̄ i×]T I
Ci

(
pi −

∥x̄ i∥
σxiqi

βi

)
= S [x̄ i×]T I

Ci

(
qipi −

∥x̄ i∥
σxi

βi

)
= S [x̄ i×]T I

Ci
(qipi −mi)

(72)

where

mi =
∥x̄ i∥
σxi

βi (73)

and can be computed directly from information we al-

ready have. Thus, we modify Eq. 14 to conveniently ac-

count for the time of light
q1S [x̄1×]T I

C1

q2S [x̄2×]T I
C2

...

qnS [x̄n×]T I
Cn

 rI =


S [x̄1×]T I

C1
(q1pI1 −mI1)

S [x̄2×]T I
C2

(q2pI2 −mI2)
...

S [x̄n×]T I
Cn

(qnpIn −mIn)


(74)

We see that this allows for statistically optimal triangu-

lation that automatically corrects for light time-of-flight

at no meaningful increase in computational expense.

Conclusion. This work reviews the newly developed

LOST algorithm for optimal triangulation and highlights

three important real-world effects for celestial navigation.

Firstly, the effects of the planetary ephemeris (position)

uncertainties were considered and found to be negligible

everywhere except in the close vicinity of planets. The

LOST algorithm proves useful to correct the covariance.

Secondly, light aberration is an important effect to con-

sider. If stars within the OPNAV image are used to com-

pute the attitude it may not be necessary to explicitly cor-

rect for light aberration, though we provide the equations

to do so analytically if needed. Thirdly, the light time-

of-flight affects both range and direction. The change in

LOS direction due to the time of light travel is not neg-

ligible, but can be conveniently accounted for within the

LOST framework. In conclusion, LOST not only gives a

non-iterative and statistically optimal solution to the tri-

angulation problem for many measurements, but it also

allows us to elegantly correct the effects encountered in

celestial navigation.
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